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JEL classification: We study information transmission in a model of career concerns in which experts evaluate
C72 their worth based on social comparisons. There are two experts, each of whom receives an
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informative signal about the state of the world and makes a statement to the principal. The
quality of the signal each expert receives is unknown to the other players, and the experts
Keywords: differ in the prior that their signal is fully informative. Accordingly, we speak of the stronger
Social cqmparisons and the weaker expert, where the stronger expert is ex-ante more likely to receive a better
E’;‘:::;d;s::ljs expertise signal. We show that expert heterogeneity and social comparisons drive expert dissent. We
Careerioncerns P identify an incentive for the stronger expert to deliberately misreport an informative signal
Probability of feedback in order to sabotage the weaker expert, garble the principal’s evaluation, and maintain her
initial advantage. In equilibrium, this expert may even completely contradict her signal and
the decision of the other expert. This result suggests a new rationale for social dissent that may
help shed light on current polarization trends.
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1. Introduction

It is human nature to compare ourselves to others. Sometimes unconsciously, human beings tend to evaluate our own social and
personal achievements based on how we stack up against others. We do it on a daily basis and across multiple dimensions, from
success and intelligence to wealth and attractiveness.

Though a regular and well-established phenomenon, our knowledge of the effects of interpersonal comparisons on certain
domains of human behavior is still somewhat limited. Research in psychology has shown that people who regularly compare
themselves to others may find motivation to improve, but may also experience feelings of dissatisfaction and guilt, and engage
in negative behaviors such as lying (Gibbons and Buunk 1999, White et al. 2006). Experimental literature has shown effects of
social comparisons on individual effort, finding higher effort levels and altruistic behavior in response to social preferences, but
also deception and sabotage in competitive environments (Fehr and Schmidt 1999, Charness and Rabin 2002, Harbring et al.
2007, Edelman and Larkin 2015). With a focus on a different domain, this paper examines the value of social comparisons on
the common human aspiration of being perceived as well-informed and good at one’s job. More precisely, we investigate how
measuring our personal worth based on how we stack up against others, affects our speech and the quality of the information we
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transmit.

There are at least three reasons why agents with private information (hereafter experts) might asses their personal worth on
the basis of peer performance. First, the market’s evaluation system may use some sort of social comparison. This is the case,
for example, when promotion opportunities and career prospects depend on relative expertise. An example of this is Tipranks.com,
where stock market analysts are ranked according to their relative performance versus one another. Another example is the political
arena, where politicians of either different or the same party aspire to move up. Second, experts may compete for the attention of
a listener who has a limited endowment of time. This is an increasingly relevant phenomenon in modern Western societies, where
lack of time is pushing speakers more and more towards the use of strategies that attract the attention of a busy audience. An
example is competition for attention in social media or any other forum. Third, rather than external pressure, experts may feel an
internal voice to prove themselves better than others and self-impose this competitive spirit. This idea goes back at least to the
Social Comparison Theory (Festinger, 1954), according to which individuals evaluate their own opinions and abilities by comparing
themselves to others.!

Our central finding is that social comparisons can lead to social dissent and confrontation of speeches, even in common-value
contexts where experts have access to the same information and there is no preferred or popular action. We find that the probability
of dissent increases in expert heterogeneity and it is at its highest when the likelihood that the audience learns the underlying state
of the world is not very high. Our rationale for dissent differs from the mechanism in the “forecasting contests” literature (Ottaviani
and Sgrensen 2006¢, Lichtendahl et al. 2013, Banerjee 2021), where experts differentiate their speeches in the hope of reducing the
number of competitors with whom they share a prize; and also from the “anti-herding” literature (Effinger and Polborn 2001, Avery
and Chevalier 1999, Levy 2004), where experts contradict an established opinion in order to signal ability. Common to these papers
is that experts overweight their private information and “exaggerate” own signals. In contrast, we find that experts may act against
private informative signals by choosing to discard them and deliberately lie. This may be optimal if experts are perceived to be
heterogeneous in reputation. In this case, stronger players — who have little to gain from being proven right — may gain more by
contradicting the weaker rival and sabotaging the latter’s reputation. Our mechanism for dissent is thus rooted in the human drive
to defend and maintain power, which is consistent with empirical findings in psychology showing that individuals with competent
self-images are more likely to express dissent (Niiya et al., 2021) and behave defensively (Jordan et al., 2003).

Our results provide a novel mechanism for explaining dissent in societies, suggesting that confrontation can be a means for
stronger experts to undermine weaker experts and retain “power”. This observation has direct implications for the political arena,
where increased voter polarization (which makes politicians more and more different in the eyes of voters) may increase the ability
of politicians to benefit from this strategy. It also has direct implications for situations where experts take positions and make
recommendations in contexts such as climate change or Brexit, where it is difficult to have a counterfactual. Finally, our mechanism
also helps accommodate empirical evidence from the evaluation of innovation and new ideas, which finds that disagreement is higher
for more novel ideas, where uncertainty is also higher (Boudreau et al. 2016, Johnson and Proudfoot 2024), and epistemological
discussions such as in Reiss (2020), who argues that disagreement is more likely in the “absence of evidentiary standards”.? In
Section 4.3, we discuss some historical anecdotes that provide additional support for our mechanism.

The model we analyze has the following structure. Two experts with relevant information to communicate to a principal take
positions on an issue. Each expert can be either of high ability (wise type), in which case she observes a fully informative signal of
the state of the world, or of low ability (normal type), in which case she observes a noisy but informative signal. The type of an
expert is the expert’s private information. The other expert and the principal hold common priors on the probability that an expert
is high ability and we allow the priors on the two experts to differ, i.e. we allow experts to be heterogeneous in their ex-ante worth
or reputation. Accordingly, we talk about the stronger expert and the weaker expert, i.e., the expert with a higher and a lower
probability of being high-ability, respectively. Who the stronger and the weaker experts are, is common knowledge. The experts
observe a signal on the state and make a recommendation to the principal. Experts have career concerns and want the principal to
draw favorable inferences about their personal worth or reputation. Experts however differ in whether they assess their personal
worth based on how they stack up against others or not. In particular, we assume that experts of low ability compare themselves to
others to a greater extent than experts of high ability. This is consistent with two fields of research. On the one hand, the research in
psychology showing that the tendency to seek social comparison is negatively correlated with self-esteem and confidence (Festinger
1954, Gibbons and Buunk 1999, White et al. 2006).> On the other hand, the research on social preferences, status competition
and conspicuous consumption finding that upward social comparisons are more frequent than downward social comparisons (Frank
1985, Charness et al. 2013, Edelman and Larkin 2015).

We show that when the feedback on the state is not very high, stronger experts may have an incentive to misreport their signals
and differentiate their advice from that of weaker experts.* For sufficiently stronger experts, this incentive can be strong enough to

1 Festinger (1954) argues that there is a drive for individuals to evaluate their opinions and abilities (Hypothesis I) and that when objective, non-social means
are absent, individuals evaluate their opinions by comparison with the opinions of others (Hypothesis II).

2 Existing arguments point to uncertainty aversion and fewer common templates against which to evaluate an idea, as the reasons for higher disagreement in
the evaluation of novel ideas. Our mechanism complements these arguments by highlighting that for novel ideas, for which it is difficult to have a counterfactual,
strategic motives that lead to dissent become more salient.

3 White et al. (2006) put it in p. 37, “People make social comparisons when they need both to reduce uncertainty about their abilities, performance, and other
socially defined attributes, and when they need to rely on an external standard against which to judge themselves. The implication is that people who are uncertain of
their self-worth, who do not have clear, internal standards, will engage in frequent social comparisons.” This is also consistent with Festinger (1954) (c.f. footnote 1).

4 This is the equilibrium behavior of stronger experts of normal type. In contrast, stronger expert of wise type and weaker experts (of any type) are honest
in equilibrium.
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induce the expert to always contradict her signal and the other expert’s advice (Proposition 4). We show that this result is stronger
the more different the experts’ prior reputations are (Corollary 1), and that it holds for a wide family of payoff functions that include
the ratio of reputations, the difference of reputations, and any monotonic transformation of these functions (Theorem 1). We also
show that our result requires both social comparisons and heterogeneous experts. Indeed, when experts either do not compare
themselves to others or they do but are rather homogeneous in reputation, full revelation of all experts’ private information is
always an equilibrium (Propositions 2 and 3, respectively). Finally, we discuss how our results extend to variations of the model,
such as wise-type experts receiving an imperfect signal or making social comparisons.

The rest of the paper is organized as follows. In Section 2 we review the related literature, in Section 3 we describe the model
and the equilibrium concept, and in Section 4 we present the results. Section 4.1 considers the benchmark case where experts do
not compare themselves to others and Section 4.2 analyzes the novel case where they make social comparisons. In Section 4.3, we
elaborate on some of the assumptions of the model, provide some robustness analysis, and discuss some historical anecdotes. Finally,
we conclude in Section 5. The proofs of the results are in Appendix A. The online Appendix B provides supplementary material for
the proofs.

2. Related literature

Research in economics has examined the effects of social comparisons and social preferences on various dimensions of human
behavior, such as effort provision in competitive environments (Harbring et al. 2007, Charness et al. 2013, Edelman and Larkin
2015), public good contribution (Fehr and Schmidt 1999, Fehr and Charness 2024), consumption and status concerns (Duesenberry
1949, Hirsch 1976, Frank 1985). This research has shown that social comparisons can lead to social dilemmas with inefficient
outcomes, such as overspending on “positional goods” like cars and clothes and underspending on “non-positional goods” like family
time and savings (Hirsch 1976, Frank 1985); or the destruction of economic value through reduced effort, deception, and sabotage
(Harbring et al. 2007, Charness et al. 2013, Edelman and Larkin 2015). Similar to these papers, we find that social comparisons also
introduce inefficiencies into society. In contrast to this research, our inefficiencies relate to information loss and strategic dissent.

The focus on information transmission relates our paper to the literature on career concerns for expertise. In line with Ottaviani
and Sgrensen (2001, 2006b,a), Gentzkow and Shapiro (2006), Bourjade and Jullien (2011), and Andina-Diaz and Garcia-Martinez
(2020), we focus on information transmission by more than one expert. Our contribution to this literature is to analyze for the first
time the value of social comparisons when experts are heterogeneous. Ottaviani and Sgrensen (2006b) is the paper closest to ours.
The authors have a final section, Section 7, where they consider experts that compare themselves to others. Unlike us, they consider
homogeneous experts and a state of the world that is always revealed, conditions under which they obtain that social comparisons
have no effect on experts’ behavior.

The result that experts differentiate their advices in equilibrium relates our paper to the literature on forecasting contests. The
seminal work by Ottaviani and Sgrensen (2006c) showed that concerns for ranking may create an incentive for experts to differ-
entiate their forecasts, a goal that experts could get by putting too much weight on their signals. Subsequent work by Lichtendahl
et al. (2013) showed that the amount of differentiation increases in the number of forecasters, and more recently Banerjee (2021)
extends the model to allow for conditional correlation in experts’ signals. Like in contest games, these works assume an exogenous
payoff function describing a winner-takes-all contest.> This assumption has two important implications. First, it means the market
commits ex-ante to a particular reward scheme — it does not necessarily use all information available to evaluate experts. Second, it
introduces an incentive for all the experts to differentiate their advices — in an attempt to reduce the number of experts with whom
to share the prize. As a result, this literature obtains differentiation with homogeneous experts. In contrast to this, in our model
experts’ payoffs are endogenously derived and the principal uses all the information available to him. This distinction is crucial for
the results and shapes the nature of the differentiation result: from being a mechanism to soften competition for the prize (hence
all experts can profit from) to be a way to take advantage of an initial asymmetry (hence experts can asymmetrically profit from).
This guarantees that the mechanism underneath our results is different from the one in forecasting contests (see Proposition 3).

The result that experts differentiate their advice has also a flavor of the anti-herding literature. In this literature, an expert goes
against an established opinion or “popular action” to show her ability. This can occur in simultaneous games (Levy 2004, Panova
2010), where the popular action comes from the consideration of an unbalanced prior of the state of the world; or in sequential
games, where the sequential structure endogenously makes the first action be the popular one (Effinger and Polborn 2001, Avery
and Chevalier 1999).° Unlike this literature, our model assumes that all the states of the world are equally likely and competition is
simultaneous. This guarantees that the mechanism in our paper does not relate to herding/anti-herding effects, as we have neither
an unbalanced prior nor a first decision to contradict.

Last, we consider that the state of the world is not always revealed, which links our paper to the literature on the effects of
transparency. Like us, Canes-Wrone et al. (2001), Prat (2005), Levy (2007), Li and Madarasz (2008), Fox and Van Weelden (2012),
and Andina-Diaz and Garcia-Martinez (2020, 2023) consider that the principal does not always learn the state of the world. Unlike
us, these work find a perverse effect of transparency. In our case, however, transparency always disciplines, as in Gentzkow and
Shapiro (2006).

5 This is standard assumption in the literature on contests and tournaments. See Lazear (1981), Green and Stokey (1983), and Nalebuff and Stiglitz (1983).

6 Recently, this insight has been used by the literature on political economy that looks at the behavior of career concerned challengers that want to make
the incumbent look bad (Glazer 2007, Fox and Van Weelden 2010, Ashworth and Shotts 2011, Buisseret 2016). This literature considers sequential structures
— a challenger/opposition-party plays after the incumbent/executive has taken the action — from where anti-herding motives arise.



A. Andina-Diaz and J.A. Garcia-Martinez European Economic Review 172 (2025) 104940

3. The model

We consider a model between two experts i € {1,2} (she) with career concerns and one principal (he). There is a binary state
of the world w € {L, R} and a binary set of actions q; € {I,7}. We assume that the two states are equally likely.”

Experts issue recommendation (take an action) on the state of the world. Actions are simultaneous. Prior to issuing recommen-
dation, expert i receives a private signal s; € {/,r} on the state of the world. Depending on the type of expert i, ; € {W, N}, her
signal of the state s; is either perfectly accurate or noisy though informative. In particular, P(s; = w|t; = W) = 1 if the expert is
wise-type (high ability) and P(s; = w|t; = N)=y € (%, 1) if the expert is normal-type (low ability).® Types of experts are i.i.d. and
signals are i.i.d. conditional on the state. Each expert knows her type, which is her private information. The other players have a
prior about the probability that an expert is a wise type. Let a; € (0, 1) be the prior that expert i is wise-type and 1 — ¢; be the prior
she is normal-type. We assume a; > a5, i.e., ex-ante expert 1 has a higher (or equal) probability of being wise-type than expert 2.
Hereafter, we refer to expert 1 as the stronger expert and to expert 2 as the weaker expert.

We define the strategy of an expert as a mapping that associates with every possible type and signal of an expert a probability
distribution over the space of actions. We denote by ¢!(s) the probability that expert i of type 1 takes the action a that corresponds
to her signal s. In other words, o/(/) = P/(I | I) and o'(r) = P!(? | r), for i € {1,2} and t € {W,N}. Then, | - ¢/(!) = P!(? | I) and
1-0ci(r)= P! (7| r) is the probability that expert i of type ¢ takes the action a that mismatches her signal s.

After experts issue recommendation and before the principal forms a belief about the types of the two experts, there is a
probability that the principal learns the state. Let 4 > 0 denote this probability that we refer to as the probability of feedback.
We denote by X € {L, R, @} the feedback received by the principal, with X = @ indicating that there is no feedback and X = L
(R) indicating that the principal learns that the state is L (R). The principal observes the vector of actions (a;, a,) and feedback X
and, based on this information, updates his beliefs about each of the experts’ types. Let &,(a;,a;, X) denote the principal’s posterior
probability that expert i is type W, given (4;,a;) and X, with i,j € {1,2} and i # j.

Experts have career concerns and want the principal to make favorable inferences about their personal ability and worth. Types
of experts however differ in the extend to which they asses their personal worth based on how they stack up against others. In
line with the Social Comparison Theory (Festinger, 1954), we assume that experts of type N asses their payoff on the basis of peer
performance, whereas experts of type W may not. In particular, in the main body of the paper we assume that experts of type W
do not compare themselves to others. In Section 4.3, we relax this assumption and allow wise-type experts to also care about social
comparisons.’

The payoff of an expert i of type W that does not compare herself to others is given by g(@;(q;, a;, X)), with g(@,) : [0,1] - R,
being increasing in &;. Note that this payoff only depends on the expert i’s posterior &;, which nevertheless depends on the actions
of the two experts. This is clear when X = f, in which case action a; may contain information about the state; hence, it may be
informative about i’s ability. In contrast to this, the payoff of an expert i of type N that compares herself to others depends on
the two posteriors of the two experts and is given by f(&(a;, a;, X), &;(a;, a;, X)), with f(&;,&;) : [0, 1? > R + being C!, increasing
in & and decreasing in &;.'° Note that this payoff increases in the expert’s posterior and decreases in the opponent’s posterior,
implying that the distance away from the opponent’s posterior matters. This feature suggests that with social comparisons, experts
may choose to sabotage the opponent, seeking to undermine the posterior of the rival. However, the capacity to sabotage others
may be asymmetric across experts.

Our equilibrium concept is Perfect Bayesian Equilibrium. We say that (6;4/(1)*,a&,(r)*;ojv(l)*,aﬂv(r)*) is an equilibrium strategy
profile of expert i € {1,2} if given the equilibrium strategy of expert j and the principal’s consistent beliefs, ;(/)* maximizes the
expected payoff of expert i of type 7 after observing signal /, and ¢/(r)* does it after signal r.

In the analysis that follows, we restrict attention to the use of symmetric strategies. For an expert i € {1,2} of typet € {W,N},
we say that the expert uses a symmetric strategy when c/(/) = 6/(r) = o!. The restriction to symmetric strategies implies we analyze
situations where an expert takes the action that corresponds to her signal with the same probability across the two information
sets, s =/ and s = r. This is a natural restriction in our model, where the two information sets that correspond to the two possible
states of the world are symmetric; namely, the two states are equally likely, the signals are equally informative across states, and
the probability of feedback is fixed and invariant across actions and states.!!

7 The assumption that the prior is one-half guarantees that experts’ actions are driven by their private information and not by herding motives. Then, this
assumption is not a limitation but a way to control for this other lying incentives and a proof that our mechanism is different from the one in the herding
literature (note also that in our model, actions are simultaneous).

8 We relax this assumption in Section 4.3, where we discuss how our results extend to the case that wise-type experts also receive an imperfect signal.

9 In this more general scenario, we show that as long as high-ability experts rely less on social comparisons than low-ability experts, our main finding holds
true.

10 A function f is said to be of class C' in [0,1]? if its 1-partial derivatives exist at all points of [0,1]? and are continuous.

11 Two comments here. First, the assumption of symmetric strategies excludes from the analysis the consideration of pooling strategies. The potential pooling
equilibria are however of little interest and so often ignored in the literature. Even more, note that in our model, as long as the experts of type W are truthful
(c.f Propositions 1, 5, and Remark 1), there is no equilibrium where the experts of type N pool at an action — as by deviating to take the other action, an
expert of type N would guarantee being perceived as a high-ability type. Second, the assumption of symmetric strategies does not rule out off-the-equilibrium
path beliefs. However, the key idea here is that the wise-type experts are truthful in equilibrium. In fact, note that as long as experts of type W are thruthful —
which is the case in this model (c.f Propositions 1, 5, and Remark 1) —, the two actions, / and 7, are always sent with positive probability in the equilibrium
path.
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4. Results

Our first result describes the equilibrium behavior of the experts of type W. We obtain that for any payoff function g(&;), there
is an equilibrium where the wise-type experts are honest, i.e., they truthfully reveal their signal.

Proposition 1. For any feedback yu > 0 and payoff function g(&;), there is always an equilibrium where experts of type W use the honest
strategy, i.e., (o), 0%) = (1, 1).

The logic is quite straightforward. When the experts evaluate their achievements in absolute terms, all that matters to have a
good inference from the principal is to match the state. Since the experts of type W know that their signal is perfect, there is always
an equilibrium where they follow their private information.

In the light of this result, hereafter we consider that the experts of type W use the equilibrium strategy (0'11;, crai) =(1,1), and
focus our analysis on the behavior of the experts of type N. In Section 4.1, as a benchmark case, we consider the scenario where the
payoff function of the experts of type N is also given by g(a;), i.e., experts of low ability neither care about social comparisons. In
Section 4.2, we move to the more interesting scenario where the experts of type N do care about how they stack up against others.

4.1. Benchmark: Absolute performance

As a benchmark case, let us suppose that the experts of type N do not compare themselves to others, but simply asses their
worth and ability in absolute terms, through the principal’s eyes. This corresponds to the standard case in the literature of career
concerns, where the payoff function of an expert only depends on her posterior. Abusing notation, let g(&;(a;, a;, X)) describe the
payoff of expert i of type N when she does not compare herself to others. As in the case of experts W, we assume g(&,) : [0,1] > R,
and g is increasing in &;. For easy reference, in the Appendix we refer to this case as the Absolute performance (AP) case. We obtain

the following result.

Proposition 2. For any feedback u > 0, payoff function g(&;), and reputations a; > a,, the equilibrium is unique and it is characterized
by the two experts of type N using the honest strategy, i.e., ("zlv*’ "zzv*) =(1,1).

The result says that regardless of whether experts of type N are heterogeneous or homogeneous in their initial reputation, if
they do not compare themselves to others, they will follow their signals in the unique equilibrium. The logic is similar to that
applying in the previous result for the experts of type W; the only difference being that experts N are not fully confident in their
information. Despite it, since the signals are informative, the argument applies. This result extends the standard positive effect of
reputation (Kreps et al., 1982) to the consideration of heterogeneous experts, showing that in this case, in equilibrium, experts also
report their signals honestly.

4.2. Introducing interpersonal comparisons

This section presents the main results of the paper, which describe the behavior of the experts of type N when they care about
interpersonal comparisons. As opposed to the previous case, and for easy reference, in the Appendix we refer to this case as the
Relative performance (RP) case. The analysis of this case proceeds in two steps. In Section 4.2.1, we analyze and present results for
a particular functional form of f(&;,&;). In Section 4.2.2, we analyze the general case.

4.2.1. A particular payoff function
Let the following functional form describe the payoff of expert i of type N:
&;(a;,a s X)

- - . (€))
&;(a;,a;, X)+a;(a;,a;, X)

fi(ai,aj,X) =

Note that this function is of the class f(&(a;,a;, X),&;(a;,a;, X)), as it satisfies f(&;,&;) : [0, 1? > R,, itis C!, increasing in &;
and decreasing in &;. The use of this functional form presents some advantages. First, it defines a zero-sum game, as Y, f;(-) = 1.
This property describes competition for attention games, where the listener has a finite and fixed endowment of time.'? Second, this
functional form finds support in the contest theory literature, where it corresponds to the ratio-form introduced by Tullock (1980)
for the contest success function. Third, this particular functional form is highly tractable, which allows us to analyze the game in
detail and obtain clear-cut predictions. Finally, it is homogeneous of degree zero, which implies that the payoff is not sensitive to
changes in the unit of measure of reputations.'®

First, we consider the case of homogeneous experts and obtain the following result.

12 An alternative interpretation of the zero-sum game is experts that compete for a promotion, where the probability of getting promotion depends on either
the reputational market share of the expert (similarly to the concept of a firm’s market share) or the probability that the expert wins a lottery with & + &;
tickets when she has @, tickets.

13 Two notes. First, a function f(x) : R — R is homogeneous of degree zero if f(x) = f(4x) V4> 0. Second, for the indeterminate case of f(0,0), we assume
expression (1) takes value 0.
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Proposition 3. Consider a; = a, and the payoff function f(&;,&;) in (1). For any feedback u > 0, the equilibrium is unique and it is
characterized by the two experts of type N using the honest strategy, i.e., (6]1\;‘, 6%\;‘) =(1,1).

Two notes on this result. First, it shows that when the experts of type N have the same initial reputation, whether or not they
compare themselves to others, does not make a difference. For a logic to this result, note that even though here experts of type N pay
attention to others, since they are identical in all dimensions they cannot take advantage of any asymmetry. In this case, an expert
that aims to make a good impression to the principal cannot do better than following her informative signal, as it maximizes the
probability of matching the state. Second, this result is crucial to pin down and show our contribution to the literature. In particular,
it proves that the mechanism driving experts’ differentiation in our paper is different from the one posited by the forecasting-contest
literature (Ottaviani and Sgrensen 2006¢, Lichtendahl et al. 2013, Banerjee 2021). The reason is that this literature obtains expert
dissent with identical experts (see our discussion in Section 2), something that can never occur in our case.

Next, we consider heterogeneous experts, i.e, a; > a,. The expressions of the thresholds u;, u,, and @, and the equilibrium
probability, x, are defined in the proof.'

Proposition 4. Consider a; > a, and the payoff function f(&;,&;) in (1). There exists u; and p,, with u; < p, and p, € (0,1), such that
in the unique equilibrium:

* If u> py, then (ol 0% = (1, 1).
« If uy < 4 < py, then (o}, 6%) = (x, 1), with x € (0, 1).
* If u < py, then (o}, 6%) = (0, 1), where p; > 0 if and only if a; > &, with @ € (ay, 1).

Proposition 4 identifies different scenarios according to the probability of feedback u. A common feature to all the scenarios is
that the weaker expert of type N always follows her signal. More interesting is the behavior of the stronger expert of type N. We
observe that except for the case in which the probability of feedback is sufficiently high (i.e., u > u,), with interpersonal comparisons
there is an incentive for the stronger expert of type N to misreport and contradict her signal, with this incentive increasing as the
probability of feedback decreases. In the limit, when x4 < y,, which requires a stronger enough expert, we obtain that this expert
always contradicts her signal.

To understand how the lying incentive of the stronger expert N is sustained in equilibrium, it is useful to consider an arbitrarily
high probability that the stronger expert is of type W and an arbitrarily low probability of feedback, in which case an expert’s action
is (most likely) judged against the other expert’s action.'® In this situation, the principal will update positively about the weaker
expert if both experts take the same action, and negatively otherwise. There is however little room for updating about the stronger
expert. This little room makes the stronger expert of type N be better by contradicting the opponent than by matching her, as when
experts take different actions the principal updates negatively about both experts, but much more negatively about the weaker due
to greater uncertainty about her type. The result is that the stronger expert of type N prefers to mismatch anytime she is likely
enough to be of type W and the state is unlikely to be observed by the principal. The weaker expert of type N, however, cannot
do better than sticking to her signal, for fear of the stronger expert being W'.

This simple intuition sheds light on the mechanism behind experts’ differentiation in our model, highlighting the capacity of the
stronger expert of type N to exploit her initial advantage to sabotage the weaker expert, garble the principal, and maintain her
advantage. This mechanism requires three key ingredients: heterogeneity of experts, low probability of feedback, and some sort of
interpersonal comparisons; as pinned down in Propositions 2-4. Although seemingly restrictive, they are very natural conditions
and easy to satisfy. The next corollary presents comparative static results.

Corollary 1. Thresholds u, and u, satisfy % >0, ‘;% > 0, and %2 > 0. Additionally, there exist a € (a,1) and § € (%, 1) such that if
1 1

a, > a and y < 7, then % > 0; otherwise, % <0.

Fig. 1 below presents a graphical description of the results of Corollary 1, where top panels display the analysis for parameter «;
and bottom panels do it for y. We color in blue the region where the equilibrium strategy profile of experts N is (GJ]V*, 612\,*) =(1,1),
referred to as the honest equilibrium; in orange the region where (o‘,l\f ,0%}‘) = (x, 1), with x € (0, 1), refereed to as a partial-garbling
equilibrium; and in green the region where (a'*,ajzv*) = (0,1), referred to as the full-garbling equilibrium. In all the cases, the
equilibrium strategy profile of experts W is (o, o5) = (1, 1).

There are three relevant comments. First, an increase in «, increases both u, and y,, which means that the higher the reputation
of the stronger expert is, the smaller the region of ; where the equilibrium is honest.'® Second, y, — 0 when a; — a,, which means

that the more similar experts are in their initial reputation, the higher the region of ; where the equilibrium is honest. In the limit,

14 The expressions of thresholds y,, u,, and @ are given by expressions (14), (15), and (16) in Appendix A.1. The equilibrium probability x is the unique
solution of equation 4!'t” =0, where 4)'<” is the expected gain to expert 1 of type N from taking action 7 rather than [ after signal r under the RP system. See
expression (2) in Appendix A.1. From Lemma 1, x is also the unique solution of equation A}v',’\f" = 0. The probability x is a function of the parameters of the
model «;, a,, v, and u.

15 Quite straightforward, when X =@, the posterior of an expert depends on the action taken by the other expert. When X # #, this is not the case, as X is
sufficient. See beliefs (4)-(7) in Online Appendix B.

16 We also obtain that u, — u, when a; — 1, i.e., the higher the initial reputation of the stronger expert is, the smaller the region where there is a
partial-garbling equilibrium. In the limit, the equilibrium is either honest of implies fully garbling. See the proof of Proposition 4 in Online Appendix B.
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Fig. 1. Top panels represent the effect of a change in a; on the regions where the honest (blue), the partial-garbling (orange), and the full-garbling equilibrium
(green) exist. Threshold & corresponds to y,(«;) = 0. The top-left panel considers a, = 0.6 and y = 0.6 and the top-right panel considers a, = 0.6 and y = 0.85. The
bottom panels represent the effect of a change in y on the regions where the honest (blue), the partial-garbling (orange), and the full-garbling equilibrium (green)
exist. The bottom-left panel considers a; = 0.8 and a, = 0.4, and the bottom-right panel considers a; = 0.98 and a, = 0.4. The discontinuous functions represent
the combinations of (y, 4) for which the probability the stronger expert of type N follows her signal in equilibrium is cr,lv* € {0.4,0.8,0.99}. (For interpretation of
the references to color in this figure legend, the reader is referred to the web version of this article.)

this is the unique equilibrium (Proposition 3).

Third and last, u, increases in y; however for y arbitrarily high, 4, decreases in y. This result suggests that the region of y where
the stronger expert of type N is truthful decreases in y. However, her incentive to fully contradict her signal also decreases in y and
so, in equilibrium, garbling is only partial. Indeed, in the partial-garbling-equilibrium region, we observe that the probability that
the stronger expert of type N follows her signal increases in y (discontinuous functions ”;\7 € {0.4,0.8,0.99}). The intuition is that
an increase in y gives the stronger expert of type N more accurate information about what the weaker expert will do, which makes
her more likely to contradict her signal. However, the higher frequency to contradict the signal increases the payoff from sticking

to it, as types W follow the signal more frequently than types N. In equilibrium, forces must compensate and the stronger expert
N contradicts with probability 0 < x < 1."7

4.2.2. General case

This section presents the results for a general payoff function f(&;,4;) : [0, 11> - R, being C!, increasing in & and decreasing
in @;. We focus our attention on the case of u being arbitrarily low, for which Proposition 4 shows that full-garbling occurs in
equilibrium. In this section, we show that for any payoff function f(&;,&;) that satisfies the sensitivity condition that we define next,
the equilibrium of the game is unique and exhibits full-garbling.

Definition 1. A function f(x,y) : [0,1]*> — R, that is C! in [0, 1]? satisfies the sensitivity condition whenever:
@ |df3):y)| < )df;);,y)) if x>y,

17 Regarding the effect of y on u;, we observe it is not always monotonic: whereas the left-hand side panel represents a situation in which %‘ < 0 always,

the right-hand side panel represents a situation in which first ’)L;i > 0 and then %‘ < 0. According to Corollary 1, in the left-hand side panel we have | < &
and in the right-hand side panel we have a, > @. A final comment is that 4, — u, when y — 1/2, which implies that the smaller y, the smaller the region where

the partial-garbling equilibrium exists. In the limit, the stronger expert of type N either sticks or contradicts her signal. See the proof of Proposition 4 in Online
Appendix B.
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(2)| -~ |Z) o )1fx<y.

Note that the generic payoff function f(&;,4&;) exhibits df(&;,&;)/d&; > 0 and 0f(&;,&;)/0&; < 0. To this case, the sensitivity
condition requires that whenever &; > &;, the increase in the payoff of expert i from an infinitesimal increase in &; is smaller than
the increase in l}er payoff from tpe same infinitesimal decrease in &;. It is straightforward to show that many payoff functions, such
as f(&;, ;) = a’%, fla,a;) = g—:, f(@;,a;) = & — &;, and any monotonic transformation of these functions, satisfy the sensitivity
condition.'® To any function satisfying this condition, we obtain the following result:

Theorem 1. Consider «; > a, and any payoff function f(&;: &;) that satisfies the sensitivity condition. There exists ji € (0,1) and & € (0, 1),

1

such that in the unique equilibrium (c}f,62*) = (0, 1), for any u < ji and a; > @.

Theorem 1 shows that as long as the probability of feedback is arbitrarily low and the stronger expert of type N is sufficiently
strong, any payoff function that satisfies the sensitivity condition has a unique equilibrium, where full-garbling is the outcome. To
understand this result, it is useful to examine what the sensitivity condition imposes on experts. Regarding the stronger expert, the
condition tells the expert gains more from sabotaging the weaker expert and reducing her posterior &, than from guessing the state
and increasing her own posterior &,.'° Regarding the weaker expert instead, the condition reads opposite: It tells the weaker expert
to better follow her signal than contradict it, as she gains more from increasing her posterior &, than from reducing the posterior of
the opponent &,. These ideas suggest that any payoff function that satisfies the sensitivity condition exhibits certain asymmetry in
the power of the players. Relevant to the results, this asymmetry produces different incentives for the players: an incentive for the
stronger expert to mismatch and contradict the weaker expert (as in strategic substitutes games), and an incentive for the weaker
expert to match the opponent (as in strategic complements games).

4.3. Discussion

In this section, we first elaborate on some of the assumptions of the model and explore the robustness of our results to variations
in these assumptions. Finally, we present some historical anecdotes that help support the empirical relevance of our mechanism.

Connection with contest games.— We start briefly elaborating on contest games, which are described as games in which
contestants make a task aiming at gaining one or more exogenous prizes with some probability (see Corchén and Serena (2018) for
a survey). Although similar in spirit to this paper, it is easy to see there are important differences between contest games and our
model. To pin down these differences, it is useful to consider a simple winner-takes-all contest in which our two experts compete
for a prize. As standard in the literature of contest games, consider the prize is exogenous and it is assigned to the expert that
receives the higher posterior; the other expert receives nothing. The reader may recognize this set-up as fitting into the category of
relative performance systems.?® Despite it, this contest game has an equilibrium in which even heterogeneous experts reveal their
information. To see why, note that if a; > a, and experts play the honest strategy (611\;‘,612\;*) = (1,1), the posterior of the stronger
expert will always be above the posterior of the weaker expert, with the latter having no chances to defeat the former.?' Then, what
makes our model different from this game? The point is that while how far away the posteriors of the two experts are is not relevant
in winner-takes-all contest games, it is indeed relevant in our case. The crucial idea is that winner-takes-all payoff functions are not
continuous and so do not satisfy the sensitivity condition, whereas our f does. It suggests that for sabotage and garbling to be a
robust equilibrium prediction, having players that compare themselves to others is not sufficient; we need that the payoff function
exhibits some sort of the sensibility condition.

Wise-type experts with imperfect signals.— Now, we discuss an extension of our model where experts of type W receive a
signal that is more informative than the signal of the experts of type N but not perfectly informative. Let yy,, with y < yy, < 1,
denote the accuracy of the signal of the experts of type W. Fig. 2 in Appendix A.4 presents graphical support for the robustness
of our results to this alternative scenario. Like Fig. 1, we represent the region of parameters (a;, #) where the honest (blue), the
partial-garbling (orange), and the full-garbling equilibrium (green) exist. The left panel considers y = 0.6, yy, = 0.9, and a, = 0.6,
and the right panel considers y = 0.85, y;, = 0.9, and a, = 0.6. In line with Fig. 1, we observe that the incentive of the stronger
expert of type N to contradict the signal increases in a; and decreases in u.?*> This proves the robustness of our results to this new
scenario. Even more, we now observe that garbling can occur for higher levels of transparency. The reason for this milder condition
is that when the experts of type W receive an imperfect signal, they can be proven wrong — even if they use the honest strategy.
It softens the burden for a low-ability type to contradict her signal when there is transparency, as being proven wrong is no longer

18 Note that for f (@&;,@;) = & — & and its monotonic transformations, the sensitivity condition holds with equality.
19

20
21

Lemma 11 in Appendix A shows that if «; > @, then posteriors satisfy &, > a,.
This is right, in the sense that the probability an expert wins the prize increases in her posterior and decreases in the posterior of the opponent.
This occurs regardless of the action observed by the principal. When the two actions coincide, the advantage of the stronger expert maintains (in the sense
of being above the opponent), and when they do not, the stronger expert receives higher credibility and so also retains her advantage. Note also that in this
contest game there are many other strategies that are equilibrium strategies. In particular, if the prior reputations of the two experts are sufficiently different,
any strategy is an equilibrium strategy. The reason is that if the experts are perceived as very different in their prior reputations, there is no way for the weaker
expert to receive a higher posterior than the stronger expert, which means the weaker expert is doomed to lose the contest. These observations suggest that
continuity of the payoff function is important for dissent to emerge as a robust prediction.

22 Regarding the behavior of the other players, in Appendix A.4 we provide some numerical examples showing that being honest is an equilibrium strategy
for these other players.



A. Andina-Diaz and J.A. Garcia-Martinez European Economic Review 172 (2025) 104940

an irrefutable signal of being low-ability. As a result, we can find dissent for higher levels of transparency. This result reinforces
the robustness of our results to this new scenario, suggesting that with imperfect signals, garbling can even be more frequent and
occur for higher levels of transparency.

Wise-type experts with social concerns.— Here, we discuss the robustness of our results to the case that experts of type W
also asses their payoff on the basis of peer performance. Let 4 € [0, 1] be the degree to which an expert of type W compares herself
to others. Definition 2 in Appendix A describes the payoff function of experts of type W in this case: when 4 =1 type W evaluates
her achievements in relative terms and when A = 0 she does it in absolute terms.* Proposition 5, also in Appendix A, shows that
when the value of y is sufficiently high, in particular 4 > pu,, all experts (stronger and weaker experts of both types W and N)
are always honest, regardless of how much weight wise types put on social comparisons. Below threshold yu,, the stronger expert
of type N begins to misreport her signal whereas experts of type W still remain honest. If ;4 decreases further and falls below 4,
the stronger expert of type N will always contradict her signal, whereas experts of type W remain honest. We can show that these
results hold true for any A lower than a certain threshold 1 < 1. For 1 > 1, there exists an additional threshold y, € (0, ;) below
which being honest is no longer an equilibrium strategy for the stronger expert of type W. The reason is that when transparency
is very low, the gain from sabotaging the weaker rival becomes so large that it can even induce the stronger expert of type W to
contradict her perfectly informative signal. Therefore, when comparing Propositions 4 and 5, we observe that the behavior of both
types W and N is identical in the two propositions if A < 1. When 4 > 1, it exists a lower bound p, such that the stronger expert
of type W is still honest if u > y, € (0, 4;). These findings show the robustness of our main results to the consideration of experts
of type W that, to some extent, also care about social comparisons.

Empirical discussion.— Finally, we discuss some empirical anecdotes. Before doing so, we want to emphasize that, given the
tendency of individuals to hide and obfuscate strategic behavior, it is somewhat difficult and daring to claim that our rationale
explains specific cases of dissent that we observe in real life. However, we believe that the following anecdotes fit well within the
ingredients and predictions of our model and thus provide empirical evidence consistent with our results.

The first anecdote takes us to the Spanish History, to the years before the independence of the Spanish colonies in America. It
deals with the reign of Charles III (1759-1788) and the different opinions that the Count of Floridablanca and the Count of Aranda
had about the need to reorganize the government of the Spanish American colonies, about forty years before the first independence
movements began. The Count of Floridablanca, Charles III’s powerful secretary of state, repeatedly ignored letters from the Count
of Aranda, ambassador in Paris and a subordinate. The Count of Aranda — signer, on the Spanish side, of the Treaty of Paris of
1783, whereby the American Revolutionary War ended — were familiar with the American reality and anticipating the possible
contagion effect that the independence of the thirteen former English colonies could have on the aspirations of the Spanish territories
in America, advised on the need to restructure the government of the Spanish colonies, moving towards a system closer to a federal
government. The Count of Floridablanca, King Charles III’s right-hand man and “omnipresent minister”, repeatedly rejected this
advice on the grounds of no threat of revolt from the Spanish colonies (Pérez, 2005). Time proved that the Count of Floridablanca
was wrong.

We conclude with a second anecdote that we open with a famous quote, “All my life I've known better than to depend on the
experts. How could I have been so stupid, to let them go ahead?”, pronounced by President Kennedy time after the failed Bay of Pigs
invasion in April 1961. The plan, devised by the CIA, was to invade Cuba, overthrow Fidel Castro, and prevent the possible spread of
communism around the globe. It was early 1961 when the new and inexperienced Kennedy administration learned of the plan. The
decision had to be made then or never, as the exiles were impatient and Cuba was about to receive weapons from the communist
regimes in Eastern Europe. The invasion plan turned into a complete failure and became one of the great fiascos of the Kennedy
administration and the CIA. Much has been written about the reasons for the fiasco. In a report commissioned from CIA Inspector
General Lyman Kirkpatrick in October 1961, the CIA Inspector was very critical of the operations group that planned the attack.*
His criticism speaks of partiality and the little, if any, weight given to other assessments of the plan. In fact, during the preparation
of the plan, there were some voices and reports that indicated disagreement with the CIA’s plan and some last-minute changes.*
However, these voices came from weaker parties and they were quickly countered by the strength and power of the CIA’s Director
and Deputy Director — the architects of the plan — who were “skillful bureaucratic players with easy access to the president” and
with career concerns and reputations to protect (Vandenbroucke, 1984).

5. Conclusion

We consider a model of career concerns with heterogeneous experts, where experts care about social comparisons. We identify
an incentive for stronger experts to contradict their signal, aiming at sabotaging weaker experts, garbling the evaluation of the

23 In the definition we assume that f (@;,&) is given by expression (1) and prove the results for this case (see Proposition 5). Then, we argue that for A
sufficiently small, our results are more general and hold for any function f(&;,&;) that satisfies the sensitivity condition. See Remark 1 in Appendix A.

24 He put it, “There was failure at high levels to concentrate informed, unwavering scrutiny on the project and to apply experienced, unbiased judgment to the menacing
situations that developed”. See CIA Historical Review Program, Release as Sanitized 1997, p. 35.

25 One example is the memorandum of March 15 written by the Joint Chiefs of Staff (JCS), where the JCS favored the original plan to land in Trinidad over
the CIA’s alternative to land in beaches bordering the Bay of Pigs. The JCS also expressed cautious support for the invasion plan. As General Gray, head of the
JCS, later put it, “We thought other people would think that ’a fair chance’ would mean ’not too good””. A second example is the memo written by Kennedy adviser
Arthur Schlesinger in February 1961, where he expressed himself at the time of the preparations to be “disturbed by the scope of the CIA’s invasion plans” and
later regretted not speaking out louder. For both examples, see “Kennedy and the Bay of Pigs”, Kennedy School of Government, Case Program C14-80-279, pp.
5 and 7, respectively.
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principal, and retaining their advantage.?® If the probability of feedback is not very high, dissent occurs in equilibrium.

The results in this paper have direct implications for settings in which speakers compete for the attention of a listener. They
suggest that, far from facilitating information transmission, competition for attention can have pernicious effects, namely misreported
signals and contradicting messages. Our results also have implications for the conditions under which societies can reach consensus
and dissent.?”” They suggest that while career concerns can promote consensus in the absence of interpersonal comparisons, if players
compare themselves to others, the outcome is likely to be dissent. It proposes a new rationale for confrontation and polarization in
the political arena, as well as for disagreement in everyday life domains such as work and family. Existing arguments explain dissent
in terms of different preferences, access to different information, or the existence of a fixed price. In contrast to these arguments, our
results show that expert dissent can arise in common-value contexts (hence, no different preferences), where the price is not fixed
(hence, no incentive to reduce the number of experts with whom to share the price), and where agents have the same information.

Crucial to our findings is that experts pay attention to others and that the distance away from the opponent matters. This suggests
that if interpersonal comparisons arise because of the market evaluation system, the evaluator would do well to understand that
sabotage and confrontation may be an equilibrium outcome. We recognize that the nature of certain activities, such as recruitment
and promotion, requires competition and hence some form of interpersonal comparison. We also recognize that such systems have
advantages, such as facilitating sorting between types — which is a desirable property when the interest lies in future rather than
present information transmission. In this sense, the results in this paper should not be taken as a recommendation to avoid evaluation
systems that involve interpersonal comparisons, but as an advice and warning not to neglect their drawbacks.

Finally, experts may pay attention to others not because of some external or formal institution, but simply because of the
competitive spirit that drives much of human behavior in modern Western societies. In these cases, the results of this paper suggest
that experts should be wary of paying attention to others when the market does not. In fact, if doing so, there is a risk of thinking
that the expert benefits by contradicting the opponent, when the opposite is true.

Declaration of competing interest

The authors declare that they have no known competing financial interests or personal relationships that could have appeared
to influence the work reported in this paper.

Acknowledgement
Funding for open access charge: Universidad de Mélaga/CBUA.
Appendix A

The Appendix has the following structure. In Appendix A.1, we describe the equilibrium conditions and define the instrumental
functions that we use to compute the equilibrium. In Appendix A.2, we derive the posterior beliefs and the expected payoffs that
we use in the instrumental functions. In Appendix A.3, we present the proofs of the results in the paper, and in Appendix A.4, we
present graphical robustness tests.

A.1. Part I: Equilibrium conditions

Let z € {AP, RP} describe the payoff function, with AP standing for the case where experts do not compare themselves to others
(absolute performance case) and RP for the case experts do compare (relative performance case). We denote by E U,i’z(a,- | s;) the
expected payoff to expert i € {1,2} of type t € {W, N} when she takes action q; € {I;,#,} and observes signal s; € {/;,r;}, under
system z € {AP, RP}. We denote by A’Si the expected gain to expert i of type ¢ from taking action #; rather than /, after signal s,
under system z. Under symmetric strategies, we have:

A0 0N 03) = EUS Gy | 1) = U | ) @
Ay aiyionsoy) = EUPGy 1) = EUPA 1 1) @)
We use functions (2) and (3) to define the equilibrium. We describe an equilibrium profile (o},,0}) = (aI‘;,gg‘j;a}\j,gl{j) as

(co'*, c*), fori e {1,2} and ¢ € {W, N}. Then, in a Perfect Bayesian equilibrium, the equilibrium strategy of player i € {1,2} of type
te{W,N}is:

1. oi* =0 if, for all 6! € (0, 1], A‘rf (¢f,6*)<0and A;f (c!,6*,) > 0 (with weak inequalities, < 0 and > 0 respectively, for ¢! = 0).

2. ¢* = 1if, for all 6! €[0,1), Ai:f(af, c*,)>0and A;*f(at" .6*,) < 0 (with weak inequalities, > 0 and < 0 respectively, for ¢/ = 1).
3. 0<ol* < Lif 47(0},0%)) = 4/7(c],67) = 0.

i
t

26 This idea describes our mechanism for dissent, which inspires the title of the paper. The mechanism suggests that stronger experts serve of confrontation
with weaker experts to garble the principal and maximize their own payoff. The result is expert dissent. Since the payoff of expert i is given by f(&,&;), with
/ being increasing in & and decreasing in &;, in equilibrium stronger players maximize their advantage.

27 From an ex-ante point of view, we say there is dissent when experts take different actions with a probability higher than one-half. The probability of dissent
is 2y(1 —y) < 1/2 in an honest equilibrium and it is y? + (1 — y)*> > 1/2 in the fully-garbling equilibrium.

10
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A.2. Part II: Beliefs and expected payoffs

In this section, we derive the posterior beliefs and the expected payoffs that serve us build expressions (2) and (3). We assume
that experts use symmetric strategies and experts of type W are honest — note this is consistent with the equilibrium behavior of
experts W.

The posterior beliefs &;(a;,a;, X) that players place on expert i € {1,2} being of type W are:

a;(I;, R) = &;(;, L) = 0, @

~ 7 PPN a;
il 1) = 8y R = e s ®)

J? @) = &i(fi’f]w Q)
o
= : 7 N Q
i ) )

a;+(1-a)| yol, +(1-y)(1 -0’ )+ (1-ct )+ (1—y)ot ) —L— N~ N~
i+( ,)(V N A= =0 )+ (1=0) )+(1—7) N)a/+<]_a/)(y(r]N+(]_y)(]_ajlv))

=
—
R

~

&i( ;s’A'j,@) = di(f[,lj’g)
_ . @

. . (-l +1-pa-ct )\’
a+(1=ap| 7o +(1=p)(1=oh )+ (1=cly )+ (1ol ) T——N N~
(=ap)r(i-o) )+(1-7)o))

for all i,j € {1,2}, i # j. Note that when X # @, &(4;,a;, X) does not depend on a;.
The expected payoff EUj(al- | 5;) to expert i € {1,2} of type r € (W, N} for taking action q; € {I,,#} after signal s; € {I;,r;},
under system z € {AP, RP}, is:

EUS(; | s) = P; | 1 s)EUS (3 7y | sp) + By | 1 s)EUS LT | s)),
EU (7 | s)) = B | P s)EU (i, 7y | 5) + Pl | 74, s)EU (LT | s)).

We denote by EU:’Z(a,-, a; | 5;) the expected payoff to expert i of type ¢ for taking action g, after signal s;, under system z, when

the other expert takes action a; € {/;,7;}:
EU,i’Z(ai,aj |'s)=—-wia;.a;,@)+u(P(L]|s;a)(a;a;, L)+ P(R|s;,a)}(a;.a;,R)),
where I17(a;, a;, X), with X € {L, R, @}, is the payoff of expert i under system z.
Finally, we compute probabilities P,(@ | s;.a;) and P,(a; | a;, s;). Regarding the former, we have:

Py(sila; ) P(a;|0) P(@)
P,(s;la;.L)P(a;|L)P(L)+P,(s;la;. R)P(a; [R)P(R)

P(w | sivaj) =

When ¢t = W, P(w | s;,a;) simplifies to Py (R | ria;) = Py (L | l,a;) =1 and Py (R | l;,a;) = Py (L | r;,a;) = 0, for a; € {fj,fj}.
When 7 = N, this is:
Py(L| s, 1) =

i

Py (s;|L)
(1=a))(r(1-o) )+(1-7)o))
Py (il Ly Py (s R) ——— NN
aj+(1=aj)(rop +1-P(1=ch )
Py (silL)
aH=aj)roy +1-ni=oy )’
(1=ap)r(1-cp)+(1-7)oh)
P (si|R)

Py (L | Sisfj) =
Pn (s;| L)+ Py (s;|R)

Py(R | s;,7;) = ;
N (R s 7)) (=a))r-oh +1-neh)
Py (sl R)+ Py (5| L) ————"————
aj+(1=a;)(yo H1=p)(1=07, )
5 Py (silR)
Py(R| s;.15) = o~

aj (=)o +H1-7) =0} )

Py (si|[R)I+Py (5;1L) .
! T tmapr-airi-pel)

with Py (R | s;,a;) = 1 = Py(L | 5;,a;), for a; € {I},7;}.
Regarding the latter, note that P,(q; | a;,5;) = P(a; | s;), with:

Fi(a; | s;) = Pla; | s, P(L | 5) + Pi(a; | 5;, BP(R] s;),

When ¢ = W, this is:
Py (#; 1 r) =Py, 11) = a; + (1 —a)yoy + 1 =)0 = o)),
Py ;1 r) =Py | 1) =1 —a)r(1 - o)+ (1 =)o)

and when 7 = N, this is:
Py 1) = (aj + -l +1 - - a@))) r+ =) —ol)+ 1= el = 7).
Py 1) = (1= a))(r(1 = o) + (1= p)al)y + (a,- +1 -y +(1 -y - a{V») =y,

Py(; | r) = (a,- + (1 =)ol + (1 -y - ajv») A=+ - —ol)+ 1= pah)r. ®)

11
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Py, 1r) = (= @)1 = %)+ (1= g1 =)+ (@ + (1 =)ol + (=1 =3 7. ©

Finally, we provide the explicit expressions of Egs. (2) and (3), where we use footnote 13. When expert i is of type W, we have:
A% = Py Gy L) (U= ) (7 Gis i, @) = T3 7, @) + wITE (R 7y R)) +
Py (5 1 r) (A= ) (HEGL T, @) - TF0L 1, @) + plI 2G5 R)) (10)
A =Py, |1) (1 = ) (HFG 7y, @) — T2 7 @) — w7, L) +
Py 11 (= ) (3G, @) - TR @) — nlTEL DL L)) an
and when she is of type N, we have:
A";f = Py () | r)(1 = p) (7P, 7 @) = ITE(LL 7y, @) +
PGy | rop (Py(R | 1, 7)) (ITF G 7y, R) = ITE(TL 75, R)) + Py (L | vy 7)) (G, 7y, L) — TE(L 75, L)) +
Py | r)(A = ) (TG @) - 2L, 2) +

PN(I | rom (Py(R | r;, /)(Hz(r R)— HF(0, 1), R)) + Py(L | ry, /)(HZ(r Hf(i[,ij,L))), (12)

i /’
A% = Py 110 —u)(nf(f,.,f,,g)—H.Z(il.,f,,@)) +
Py Gy | 1y (Py(R | 1, 7)) (T2, 75, R) = AL 7, R)) + Py (L | 1, 7)) (TG, 7y, L) — T2 75, L)) +
Py 1 1) = w) (7G5, @) = TG 15, @) +

Py 1 1p (Py(R 11 (TG R) = TEL 1L R) + Py(L | 1) (7L, L) — TF(L TG L)) 13

A.3. Part III: Proofs

The first result is instrumental. It allows us to restrict the analysis to either one of the two information sets s =/ and s = r. We
usually consider information set s = r.

Lemma 1. Under symmetric strategies, 4,7 = —A;:f forall z€ {AP,RP},t€ (W,N}, and i € {1,2}.

Proof. Note that, under symmetric strategies, an expert is honest with the same probability after either signal s; € {/;,r;}. For type
t, it implies EU;*(; | 1) = EU}*(#; | ;) and EU/*(, | 1) = EU;*(I, | r,). Additionally, since 4, = EU/*(#; | r,) — EU;*(; | r;) and
A% = EUS G | 1) — EU(, | 1), see (2) and (3), then 477 = —4%. W

Proof of Proposition 1. In the proof we show that the honest strategy is a dominant strategy for experts of type W'.
From Lemma 1, A'r’W = —4y},- Then, it suffices to prove that A::’;f > 0 when evaluated in the strategy profile (s},,,0%,,0},0%) =
,1, o‘N,O'N), where oy €10,1] for i = {1,2}. We use expression (10).
Expression (10) is a linear function in y; hence, it suffices to prove that A' AP(l 1, o’N, N)l - > 0 and A‘ AP(I 1, aN, N) >

Calculations are intense in algebra but we can show that both conditions hold See Online Appendlx B for detalls |

Proof of Proposition 2. By Lemma 1, A' AP —A’ “AP Then, it suffices to prove 4" ?\/P > 0 for any ”N and o‘ , with i,j € {1,2}.

Because of the strict inequality, it implies that expert i that observes signal r (/) is strictly better off (worse off) by sending # than
I. 1t proves that, in equilibrium, expert i € {1,2} is honest and shows the uniqueness of the equilibrium.

To prove A" ?v > 0, we use the expression (12). Expression (12) is a linear function in y; hence, it suffices to prove A | u=020
and A' AP) u=1 > 0. Calculations are intense in algebra but we can show that both conditions hold. See Online Appendix B for details.

Proof of Proposition 3. The proof is a limit case of the result in Proposition 4. It follows directly from the fact that when a; = a5,
threshold y, is equal to 0. See expression (14). n

Proof of Proposition 4. The proof consists of several steps and uses instrumental Lemmas 5-9. See Online Appendix B for these
Lemmas.
First, by Lemma 1, A’ RP

2 RP for expert 2.

—A‘ RP For convenience, in the proof we analyze expression A] RP for expert 1, and both A2 RP and

12
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Second, we provide an exhaustive list of all the equilibria configurations and the conditions for these equilibria in the next table:

Equilibrium strategies Equilibrium conditions
1. ol =0 o2 =0 4P ol 0%) <0 48P (o 0%) 2 0
2. ol =0 ok =1 4P ol 0% <0 48P (o, 0%) <0
3. ol =0 0<o¥<l Ajﬁ”(aN*, 0%) <0 AR (g1, 2*) =
4, olr=1 o = 4P o 0%) 2 0 Af*,’j"( 162 >0
5. ol =1 ok =1 AP o, 0%) 2 0 4R (o }V*, N) <0
6. olr=1 0<o¥<l 4Py, 2*)>0 AiRP(N, N)—
7. 0O<oli<1 ok = A;:&I’:( o2 = Az}gi( 162> 0
8. 0<opy <1 0% = Ay (oo 2*) ay @ }V*, N) <0
9. O<oli<l 0<o¥ <1 jR(N,N)— A”P(N,N)—

Third, we use Lemmas 5-6 to prove that none of the following configurations: 1, 3, 4, 6, 7, and 9, are possible. Lemma 5 shows

that al* =1 and 012\;“ < 1 cannot occur simultaneously; as 42 RP 5 0 for all a}v € [0, 1]. This result rules out configurations 4 and 6.

1, RP > 42 RP This result rules out conflgurations 1, 3, 7, and 9. Then, in equilibrium, only configurations 2,5,

and 8 can hold. It lmphes expert 2 is always honest in equilibrium, i.e., ”N = 1. Hereafter, in the proof we consider o‘ =1.
Fourth, we analyze the behavior of expert 1. The analysis proceeds as follows:
(i) We show that 01‘\;‘ = 1 is the unique equilibrium strategy of expert 1 if and only if u > u,. To prove this result, we use LemmaAs
7-8. Lemrna 7 shows that the more likely the normal-type follows signal r, the smaller the gain from taking action # rather than /,

Lemma 6 shows 4,

ie.,

< 0. Additionally, Lemma 8 shows that A1 RP ‘ > 0 if and only if y > p,, with

!42 ay @ (@) —ay) 2oy (y=1)-2y+1) 14)
(1=ay)( @ (02— D=2 =7 +ara (=27 32— D) +a3(r=1r )
Since Ai’flp is positive at 6] =1 (when y > y,) and decreasing in o" it means AI’RP is always positive in this case. In other words,

we have that AI’II\(}P > 0 for all o‘ € [0, 1] if and only if u > uy; hence o‘ =1if and only if u > p,.

(ii) We analyze the case u < py,. We use Lemma 9, which consists of two points. The first point shows that AVRP oo < 0 <=
on=
a; > a and pu < py, with
an(l-y)+2yr-1
&= (- +2y ’ s)
14
and
— a @y (y— D=2y +D(y(ay +ap—2)—ar+1) 1
H1 = > ) 5 ( 6)
(=)= (2= (rlay+r+D=-D)+ay ax(ar =Dy + 1472 +r) -3 (=1 )
with u; < u, (see Online Appendix B).
Slnce, by Lemma 7, A1 RP is decreasing in O' , the first point of Lemma 9 implies that if «; > @ and y < y,, then A1 RP < 0 for

all o‘ € [0, 1]. Hence, the umque equilibrium strategy of expert 1 is 0' =0 in this case.

I RP > 0 if and only if either ¢; < @ or both a; > @ and y > p; hold. It implies

The second point of Lemma 9 shows that 4, X
ol =0
N

P is positive at o), = 0 and negative at o
1

that if y; < p < u,, then the decreasing functlon Ab N
unique solution x € (0, 1). This probability x deﬁnes the unique equ1hbr1um strategy, i.e., oy

= 1, which implies Ai'ﬁp =0hasa
X. H

1
N

Proof of Corollary 1. It follows from the sign of the derivatives of expressions (14) and (16). See Online Appendix B for the details.
|

Proof of Theorem 1.

By Lemma 1, Ai’zp = —A;:JISIP . Hence, hereafter we focus on Ai:gp , for i,j € {1,2}.

To prove the result, first we consider 4 = 0 and show that if «; is greater than a certain threshold @ < 1, then Ai’ﬁP > 0 and
AMRP 0, We analyze expression (12) in Online Appendix B, which corresponds to the detailed version of expression (2), and obtain
the following two results:

) 42%" >0 for any (o}, 0%) € [0,112, if @, > & and y = 0.

(@) A1x" <0 for any o) €[0,1], if 037 = 1, @ > & and p =0.

Proposition 6 in Online Appendix B proves the first result, which characterizes the conditions under which the weak expert is
always honest, i.e., 037 = 1. To prove this result, we simplify function A P given by expression (12), and obtain

£8P > 00 f(ay(ry,ty, @), 81 (1, Py, @) = [y, Py, D), al(rl,12,®)) > 0.

13
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Then, we apply the sensitivity condition and the directional derivative of the function f to show that function f is decreasing from
the point (,(7. 7. @), & (71, 7,.@)) to the point (&(. 7. @), & (71, . @)). It implies 4> >0
Proposition 7 in Online Appendix B proves the second result. It characterizes the COIIdlthIlS under which the strong expert always

contradicts her signal, i.e., ol*vl = 0. The proof of this result is analogous to the proof of Proposition 6.

Finally, we apply a continuity argument and argue that by the continuity of Ai'ﬁrp in u (see expression (12) in Online Appendix
B), there exists ji > 0 such that 428" > 0 and Al’ﬁp <0 for any yu < ji and «; > @. This completes the proof. |

Definition 2. Let the payoff function of experts of type W be the linear convex combination of the Absolute performance (AP)
and the Relative performance (RP) payoff functions, with 4 € [0, 1]:

Af(@; (a,,a],X) a; (a,,a X))+ 1 - Dea; (a,,a X)), a7z

with f(a;(a;,a i, X),4;(a;,a;, X)) given by expression (1). We refer to this payoff function as the Linear combination (LC) case.

Proposition 5. Consider a; > a,, experts of type N with payoff function (1), and experts of type W with payoff function (17). There
exists 2 € (0,1), ug, uy, and u, with py < uy < py and u, € (0,1), such that for all A:

1 If u> py, then (o), 02500, 0%) = (1,151, 1).
2. If py < u <y, then (o), 05503, 050) = (1, 1; x, 1), with x € (0, 1).

W,
3. If uy < 4 <y, then (o};; ‘*, 0%) = (1,1;0,1), where p, > 0 if and only if @) > @, with @ € (a5, 1).

aW;
Additionally, pu, < 0 if and only if A < 2, in which case points 1, 2, and 3 above fully characterize the equilibrium behavior. When
A> 1, uy > 0 instead. In this case, for u < py, (aé‘,,ai‘,) = (1,1) is not an equilibrium strategy of type W .

Proof. Proposition 4 describes the equilibrium behavior of experts of type N when experts of type W are honest. This result proves
the equilibrium behavior of experts of type N in Proposition 5. Thus, the analysis that follows solely focuses on the behavior of
experts of type W. First, we introduce and prove four instrumental results: Lemmas 2, 3 and 4, and Corollary 2.

Lemma 2. For an expert i € {1,2} of type W with payoff function (17), A’ LC A(A’ Py_ (- A)(A’ Py with s € {r,1}.
Proof. The result follows from expressions (10) and (11), assuming z = LC. ¢

Lemma 3. Under symmetric strategies, A’”LVC = —A’ LC w forie{1,2}

Proof. It follows from Lemmas 1 and 2. 4

Lemma 4. In the RP case, for all strategy profiles such that a € [0,1] and (a 0' , 02 ) =0 LD, there are two thresholds ug and py,
that depend on o), such that:

IAIRP>0(=>;4>MSand >0 u>ug,

2. AZRP>0(=>;4>;4W andAZRP>O<=>y>;4W

In addltwn, if 0' =0, then ug = p,, with u, given by expression (16).

Al RP

Proof. First, we calculate Al RP avaluated in (0 aW,a ) = (1,1,1), and obtain a linear expression in y that depends on ‘711\/’
oy, @, v, and u. For convemence, we rewrite this expression as A:’f,P = f, + fou, where f, and f, are functions. Note that
Al;ﬁp =0 u= f L. Analogously, we proceed for A] RP and rewrite the expression as Alﬁp = g; + g u, where g, and g, are

—&

Eh

?, despite f| # g, and f, # g,. This implies there is a unique value of x, denoted by ug, that makes
2

also functions. Note also that
I
t f:

LRP _ _
Ar,W =0<=u=
It can be shown tha

both A:’IIS,P = 0 and A:*S,P = 0. The explicit expression of ug is too long to be included but it is available from the authors upon
request.

Second, we show that Al RP 5 0 < > pg. For this, it suffices to prove that A:’f,P is increasing in 4. Note that 4" f,P is linear
in u with a"RP :SP . which proves the result. Analogously, it can be shown that A:‘RP :,g/p , which proves
= W =1

that Al:V’;P >0 <= u>pug.

The proof of point 2. is analogous and we omit it. From here, we obtain threshold uy, . Again, the explicit expression of uy, is
too long to be included and it is available from the authors upon request.

Finally, it is straightforward to show that MSL,]JV _o = M1, With y; being defined by expression (16) in Appendix A. ¢

14
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lRP lRP 2RP 2RP >0,

Corollary 2. Ay 2047 >0andA 2047

Proof. The proof follows directly from Lemma 4. 4

We are now in position to prove the equilibrium behavior of types W in Proposition 5. We note that according to Lemma 3,
A’ e —A’ "L Then, it is sufficient to analyze A'rﬁ,c .

We start show1ng that A’ ‘RP"> 0 is a sufficient condition to establish that type W is honest in the equilibrium of Proposition 5,
Points 1, 2, and 3. To show 1t note that according to Lemma 2, A’ Le A(A’ RPy _(1- A)(A’ APy with i € {1,2}. Furthermore, note

that A' AP R 0 always, as (o],.02,) = (1,1) is always an equ111br1um strategy in AP case (see Proposition 1). Hence,
W oy ox o =loy,= _
if A" ’;f > 0, then A’r;, > 0 for any 4 € [0,1], so (o}, 0% ) = (1,1) in the LC case. Hence, we only need to prove that A‘r:’:VP >0in

points 1, 2, and 3 of Proposition 5. To prove this, we use Corollary 2.

Let us first consider point 1. Regarding the normal type, we know that A’ ol |

2,RP
>0and A° >
| =162, =16} =163 =1 rN gl =162, =16} =163 =1
W w N N w w N N

0, since ¢}, = 1 and o3 = 1 are equilibrium strategies according to Proposition 4. Therefore, by Corollary 2, we have

1.RP 2,RP o2 . e
Ar‘W RPESpEE > 0 and Ar, > 0. Consequently, (6,03, = (1,1) is an equilibrium strategy of

experts of type W.

]**la 71(71’k 162* 1

Consider now point 2. Regarding the normal type, we have A1 RP X ) ., =0and AZRP . 5 . , 20,
JW:],GW:],ON:X,UNZI rN D'WZI,UWZI,UN:X,UN:]
since ¢}, = x € (0,1) and 6% = 1 are equilibrium strategies according to Proposition 4. Hence, by Corollary 2, 41;7| | e =
O'W= '0-1-4/= ,O'N =X,D'N=

0 and A2 RP P > 0. It implies ((r1 ,0'2 )=(1,1) is an equilibrium strategy of experts of type W.
To prove pomt 3 we must show that A’”LVC = A(A’ RP) —(1 - i)(A’ W) 0 in the profile (o‘W,O'W,O'N, N) (1,1;0,1) when

U € (ug, 1y). We first consider the AP case and then the RP case.

In the AP case, it can be shown that A’r‘;f T 0. To prove this, we only need to show that A’ AP |
=LoZi=lolr=002'=
and A’ AP ‘ > 0, as A’ 4P is linear in u. From Proposition 1 in Online Appendix B, making a]l\;‘ = 0 and aij‘ = 1, we obtain
i.AP i AP
ol o101 01 =002 =0 0and 4 ol o102 ml ol 0,02 = lml 0.
w=loy =loy=0,0y=1u= w=lop=lo =003 =1u=

Regarding the RP case, let us first consider the weaker experts (i = 2). We can show that if y < y,, then AZ’RP ol -1, Lol s00? o1 2
= 0"' = O' = 0'
2, RP

0. To demonstrate it, note that for the weaker expert of type N, 4. >0, as 0' =1lisan equ111br1um strategy

I 142 — I —0s2 —
GW—],UW—I,JN—O,UN—

2 RP > 0, which implies UI%V =1 is an equilibrium strategy for the weak expert

for her. Thus, by Corollary 2, 4

of type W.
Now, we focus on the stronger experts (i = 1). By Lemma 4, if u < y,, then 4.

1 1452 = 1 g2 =
W—l,o'W—l,sN—O,er—l

- RP ol 2 1 , . < 0; with equality when
=loy, =loy=0,07,=1

4 = ;. Therefore, when y = y and for any 4 € [0, 1), it holds that 4'/¢ = A(4!")— (1 A)(A:’;‘VP) > 0in (o},.0%,:0L.03) = (1,10, 1),

lLC

as 4" If,P =0 and 4" ;:,P > 0. Furthermore, due to the linearity and continuity of 4., in u, there must exist yy < p; such that

N
Al LCT /I(A1 RPy (11— /1)(Al AP ) >0 for any u € [y, 4;]. Hence, 6, = 1 is an equlhbrlum strategy for the stronger expert of type W

in thls case. Consequently, 1f Ho > 0, then A1 LC

stronger expert of type W.
Finally, note that due to the linearity and continuity of A1 "LC in ), there exists 1 < 1 such that A1 Lo /1(A1 Ry 4 (1- /1)(4l APy S 0

for any A € [0, 1], because as previously stated, A1 AP S0 and A1 RP <0 if u< . ]

is lower that zero for u € [0, ygl and GW =1 is not an equilibrium strategy for the

Remark 1. From Definition 2, let us consider that the payoff function of experts of type W is given by (17), where
f(@;(a;,a;, X),&;(a;,a;, X)) is any payoff function that satisfies the sensitivity condition. From Proposition 1, we know that for any
payoff function g(&,(a;, a;, X)), there is always an equilibrium where type W uses the honest strategy, i.e., (a;;,oaj) = (1,1). By
the linearity and continuity of expression (17) in 4, there exists 1’ € (0, 1) such that for any 4 < A’, the honest strategy is also an
equilibrium strategy of the wise type.

A.4. Part IV: Wise-type experts with imperfect signals

Here we consider the situation where experts of type W receive a signal that is more informative than the signal of experts of
type N, but not perfectly informative. Let yy,, with y <y, < 1, denote the accuracy of the signal of a wise type expert. In Fig. 2
below, we provide graphical support for the robustness of our results to this scenario. We consider y = 0.6 and a, = 0.6 in the left
panel, and y = 0.85 and a, = 0.6 in the right panel (as in Fig. 1). Additionally we set y,, = 0.9.%°

28 The graphical analysis is based on the new beliefs and expected payoffs that correspond to the current scenario, where experts of type W receive a signal
of quality y,, € (y,1). We omit these derivations for space reasons, but they are available from the authors upon request.
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{y=0.6, y,,=0.9, ap=0.6} {y=0.85, y,,=0.9, ap=0.6}
10F 1.0F
0.8F 08h
06+ g 0.6
=3 =8
0.4 0.4+
0.2+ 021
0.0k r T r I 00k : T : L
0.6 0.7 0.8 0.9 1.0 0.6 0.7 0.8 0.9 1.0
a4 aq

Fig. 2. We represent the regions where the honest (blue), the partial-garbling (orange), and the full-garbling equilibrium (green) exist. We consider y,, = 0.9
and the same parameter values for y and «, than we consider in the top panels of Fig. 1: y = 0.6 and a, = 0.6 in the left panel, and y = 0.85 and «, = 0.6 in the
right panel. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

We represent the region of parameters (a;,u) where the honest (blue), the partial-garbling (orange), and the full-garbling
equilibrium (green) exist. For each of these regions, we can find numerical examples showing that the honest strategy is an
equilibrium strategy for all players except for the stronger expert of normal type.?” Next, we present three examples that refer
to the left panel, where an imaginary line is drawn at y = 0.3. Without loss of generality, we describe the equilibrium behavior of
the experts after signal r.

Example 1. Let y = 0.6, vy = 0.9, and a, = 0.6, as in the left panel of Fig. 2. For u = 0.3, let «; = 0.7, which locates the
coordinates in the honest region (colored in blue). In this case, in equilibrium, o‘,l\;‘ = 1. Substituting the conjectured strategy
profile (),.0%,;0).6%) = (1,1:1,1) into expressions (2)-(3) in Appendix A.1, we obtain 4"%" = 0.008 > 0, 4~%" = 0.016 > 0,

A:‘Q,P =0.149 > 0, and Af’ff =0.171 > 0; which corresponds indeed with an honest equilibrium.

Example 2. Let y = 0.6, vy, = 0.9, and a, = 0.6, as in the left panel of Fig. 2. For u = 0.3, let us pick ; = 0.9, which locates the
coordinates in the partial-garbling region (colored in orange). In this case, in equilibrium, ¢'* = 0.251. For the new conjectured

N
strategy profile (o},,,07,;0),0%) = (1,1;0.251,1), proceeding as before, we obtain A:‘SP =0, Af’flp =0.02 > 0, A:‘I’;,P =0.112 > 0,
and Af’v’:,P =0.197 > 0; which corresponds indeed with a partial-garbling equilibrium.

Example 3. Let y = 0.6, yy, = 0.9, and a, = 0.6, as in the left panel of Fig. 2. For u = 0.3, let us now pick a; = 0.95, which locates

the coordinates in the full-garbling region (colored in green). In this case, in equilibrium, ¢!* = 0. For the new conjectured strategy
; 1 2. 1 2y_ . ; . ALRP _ RP _ LAP _

profile (6033055 03) = (1,1;0,1), proceeding as before, we obtain Ar,N =-0.004 <0, Ar,N =0.022 > 0, Ar,W =0.072 > 0, and

Af’fVP =0.211 > 0; which corresponds indeed with a fully-garbling equilibrium.

Appendix B. Supplementary data
Supplementary material related to this article can be found online at https://doi.org/10.1016/j.euroecorev.2024.104940.
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