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RESUMEN

La irrupcién de la inteligencia artificial en los servicios sociales se acompana
de ventajas e inconvenientes. Entre estos tltimos destacan auténticos desafios
para el jurista como los derivados de los sesgos algoritmicos discriminatorios o
la falta de transparencia debido a la cada vez mayor autonomia que van adqui-
riendo los sistemas inteligentes. A raiz de ello se pueden producir dafios a ter-
ceros que es necesario resarcir acudiendo a las normas sobre responsabilidad
que, tanto en el Derecho interno como en el Derecho de la Unién Europea se
aplicarian al estudio de estos supuestos.
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ABSTRACT

The emergence of artificial intelligence in social services is accompanied by
advantages and objections. The latter include real challenges for the legal
expert, such as those arising from discriminatory algorithmic biases or the lack
of transparency and the increasing autonomy that intelligent systems are acqui-
ring. This may result in damage to third parties that must be compensated by
applying the rules on liability that, both in national law and in European Union
law, are devoted to the study of these cases.
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Ciencia y Sociedad Digital — Generalitat Valenciana).
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1. SITUACION DE PARTIDA

Las nuevas tecnologias y, en particular,
la inteligencia artificial, brindan innume-
rables ventajas al propio tiempo que su
utilizacién entrana ciertos riesgos que
pueden ocasionar dafios a intereses juri-
dicamente protegidos. No por ello debe-
mos posicionarnos a favor o en contra de
los sistemas de inteligencia artificial (IA),
sino que ante esa doble tesitura huimos
de un enfoque maniqueo y damos un pa-
so hacia adelante en el sentido de que una
vez que la inteligencia artificial estd mas
presente en nuestra vida cotidiana de lo
que pudiera parecernos de soslayo, se de-
be garantizar al maximo la proteccién de
los derechos fundamentales. No en vano,
los algoritmos —construcciones matema-
ticas con una estructura de control finita,
abstracta y efectiva de accion imperativa
para cumplir un propésito dada una serie
de criterios!— se han introducido en to-
das las areas de conocimiento llegandose
a afirmar que nos hallamos inmersos en
lo que ya se conoce como la cuarta revo-
lucién industrial?>. Mientras que la terce-

I Asi, Hiir, R.K: «What an Algorithm?», Philoso-
phy and Technology, num. 29, 2016, p. 39.

2 En el mismo sentido Praza PENADES sefiala que
la inteligencia artificial es consecuencia l6gica del
desarrollo de la sociedad de la informacion y del co-

ra revolucion industrial hacia referencia
a la propagacion de la tecnologia a partir
de dispositivos electrénicos y mecanicos
analégicos hasta la tecnologia digital dis-
ponible, la cuarta revolucién industrial
se encuentra presidida precisamente por
la inteligencia artificial.

De acuerdo con la Declaracién Euro-
pea sobre los Derechos y Principios Di-
gitales para la Década Digital, de 26 de
enero de 2021, las personas constituyen
el centro de la transformacion digital y,
si a pesar de incluir medidas en pro de la
seguridad de los sistemas de inteligencia
artificial estos ocasionaran dafios, habra
que prever las consecuencias que de ello
se deriven, evitando dejar resquicios por
los que pudiera penetrar esa inseguridad
de la que pretendemos alejarnos.

En este contexto resulta tutil, ademas
de sumamente esclarecedor, conocer
dénde nos encontramos ahora mismo y
hacia dénde queremos ir. Partimos de
una situacioén en la que en cada Estado

nocimiento, dentro de la llamada cuarta revolucién
industrial, que ha generado, ademas, una moderna
economia, basada en el dato, el big data y los algo-
ritmos, Propiedad intelectual y proteccion de sistemas
de inteligencia artificial y metaversos, Aranzadi, Cizur
Menor (Navarra), 2023, p. 221: NUNEz ZORRILLA, M.C.:
Inteligencia artificial y responsabilidad civil. Régimen
juridico de los datios causados por robots auténomos
con inteligencia, Reus, Madrid, 2019, p. 21.
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miembro de la Unién Europea existe una
regulacién propia en materia de Derecho
de danos vy, precisamente en aras de evi-
tar una excesiva fragmentacién normati-
va, el Parlamento Europeo ha iniciado el
recorrido hacia la armonizacién del De-
recho de los Estados miembros en torno
a la responsabilidad civil extracontrac-
tual en materia de inteligencia artificial.
De ahi que cualquier estudio acerca de la
responsabilidad civil que se derive de los
danos causados como consecuencia del
uso de sistemas de inteligencia artificial
que hayan funcionado de forma inade-
cuada o, simplemente, no hayan funcio-
nado, inexorablemente nos lleva al status
quaestionis no solo en nuestro Derecho
interno, sino también en el Derecho de la
Unién Europea y, por ende, al estudio de
la normativa o propuestas presentadas en
su seno*. Es ahi donde nos encontramos
en el momento actual, entre la reciente
aprobacién de la Propuesta de Regla-
mento sobre la llamada Ley de inteligen-
cia artificial, de 21 de abril de 2021, que

3 Ya en la Propuesta de Reglamento del Parla-
mento Europeo y del Consejo relativo a la responsa-
bilidad civil por el funcionamiento de los sistemas
de inteligencia artificial (Resolucién del Parlamento
Europeo, de 20 de octubre de 2020, con recomenda-
ciones destinadas a la Comisién sobre un régimen de
responsabilidad civil en materia de inteligencia arti-
ficial) se establecia que «El auge de los sistemas de
TA no implica la necesidad de revisar completamente
las normas en materia de responsabilidad civil en to-
da la Unién. Unos ajustes concretos de la legislacion
vigente y la introducciéon de nuevas disposiciones
bien ponderadas y orientadas serian suficientes pa-
ra hacer frente a los retos que plantea la IA, a fin de
evitar la fragmentaciéon normativa y garantizar la ar-
monizacién de la legislacién en materia de responsa-
bilidad civil en toda la Unién en relacién con la IA».

4 Los ordenamientos juridicos son menos per-
meables a la capacidad de respuesta a estos feno-
menos, puesto que el legislador ha de ser incuestio-
nablemente mas reflexivo que el simple parlante,
asi Zurita MarTiN, 1.: La responsabilidad civil por los
darios causados por los robots inteligentes como pro-
ductos defectuosos, Reus, Madrid, 2020, pp. 7-8.

desde el 13 de marzo de 2024 se ha con-
vertido en el Reglamento de Inteligencia
Artificial® y la Propuesta de Directiva del
Parlamento Europeo y del Consejo sobre
responsabilidad civil en materia de inte-
ligencia artificial de 29 de septiembre de
20228, Por el momento desconocemos si
esta Propuesta llegard a ser aprobada o
se quedara en un mero intento de armo-
nizacion, lo cual no obsta para que abor-
demos aqui su estudio.

En relaciéon con lo anterior, ante la
pregunta de si convendria llevar a cabo
ese camino hacia la referida armoniza-
cién a través de hard law, es decir, con
normas obligatorias, o de soft law que,
por el contrario, suponen la adopcién
de principios o cédigos no vinculantes,
la primera opcién parece la mas adecua-
da, ya sea a través de un Reglamento o a
través de una Directiva. En puridad, en
el ambito europeo ahora mismo no solo
contamos con Propuestas de Reglamen-
tos y Directivas, sino también con Infor-
mes, Comunicaciones y Resoluciones que
precisamente por proceder de estos orga-
nismos europeos y, sin animo de caer en
una falacia argumentum ad verecundiam,

5> Resolucion legislativa del Parlamento Europeo,
sobre la propuesta de Reglamento de Parlamento
Europeo y del Consejo por el que se establecen nor-
mas armonizadas en materia de inteligencia artifi-
cial (Ley de Inteligencia Artificial) y se modifican
determinados actos legislativos de la Union.

¢ También haremos referencia, aunque sin pro-
fundizar en ella, a la Propuesta de Directiva sobre
responsabilidad por los dafios causados por pro-
ductos defectuosos, cuya nueva versiéon fue apro-
bada el 12 de marzo 2024 por la Eurocamara (Re-
solucién legislativa del Parlamento Europeo, de 12
de marzo de 2024, sobre la propuesta de Directiva
del Parlamento Europeo y del Consejo sobre res-
ponsabilidad por los dafios causados por produc-
tos defectuosos (COM(2022)0495 — C9-0322/2022
—2022/0302(COD)), que deroga la Directiva 85/374/
CEE sobre responsabilidad por los dafios causados
por productos defectuosos.
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aportan consideraciones que no pueden
pasar desapercibidas.

A partir de ahi y en consonancia con
el Derecho interno pretendemos hacer
frente a algunas de las vicisitudes juridi-
cas que surgen de las tecnologias emer-
gentes. Haciéndonos eco de ello vamos
a hacer un recorrido en torno a la res-
ponsabilidad civil tanto en el &mbito del
Derecho privado como en el sector del
Derecho publico, abarcando al mismo
tiempo el ambito juridico nacional y el
europeo. En definitiva, nos referiremos
a las posibles consecuencias juridico
civiles que se podrian generar en tor-
no a los riesgos que pudieran surgir vy,
fundamentalmente, la responsabilidad
civil derivada de los dafnos ocasionados
en la ejecucién, desarrollo y resultados
obtenidos con el uso de sistemas de in-
teligencia artificial. A tal fin pretende-
mos responder preguntas que van mas
alla de la consideraciéon de unos dafios
o una responsabilidad civil ocasionada
como consecuencia de la utilizaciéon de
un sistema de inteligencia artificial que
ha de dirimirse entre particulares, don-
de demandante y demandado son perso-
nas fisicas. Por ejemplo, ¢qué sucederia
cuando el dano se hubiese causado por
un sistema de inteligencia artificial que
hubiera sido disefiado por un programa-
dor informatico o por un ingeniero que
trabaja para la Administracién pablica?
Y si una aplicacién, sistema, robot o he-
rramienta digital que la Administracion
ofrece a los usuarios fallase, hiciera una
mala predicciéon o tuviera algun sesgo
discriminatorio ¢qué consecuencias se
derivarian?

El objetivo de las paginas que siguen
no es otro que describir el marco juridico
general que actualmente existe en mate-
ria de responsabilidad civil de la Admi-
nistraciéon Publica en relacién con las

nuevas tecnologias, en sentido amplio,
y la inteligencia artificial en particular.
Para alcanzar dicho objetivo hemos utili-
zado la casuistica en el sentido de que he-
mos querido contextualizar previamente
los distintos supuestos que después nos
serviran como punto de partida frente a
eventuales dafios.

Sin 4nimo de ser exhaustivos, la Admi-
nistracion publica comprende los servi-
cios sociales, los servicios sanitarios o los
servicios relacionados con la Administra-
cién de justicia, de entre los cuales tni-
camente traeremos aqui a colacién refe-
rencias relacionadas con la inteligencia
artificial en lo que a los servicios sociales
concierne.

II. Los SISTEMAS DE INTELIGENCIA
ARTIFICIAL EN EL CONTEXTO DE
LOS SERVICIOS SOCIALES: ALGUNAS
FUNCIONALIDADES

En nuestro ordenamiento juridico
contamos con un sistema publico de ser-
vicios sociales destinados a la atencién
social de la poblacién en todo el terri-
torio, a través de la Administracion del
Estado, la Administracién de las Comu-
nidades Auténomas y las Corporaciones
Locales. Cada Comunidad Auténoma tie-
ne su propia ley de servicios sociales v,
con respecto al ambito local, la Ley de
Bases de Régimen Local de 1985 regula
las competencias municipales y sus pres-
taciones basicas, que se hacen efectivas
a través de los servicios sociales de los
municipios que constituyen el nivel de
atencion social primaria’.

7 Mas detalle en CorLAs PasamonTEs, J.: «Las Tics
en los servicios sociales», Red digital: Revista de Tec-
nologias de la Informacién y Comunicacion Educa-
tivas (Valores Educativos de las TIC orientadas a los
Servicios Sociales), nam. 5, 2004, p. 4.
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En el campo de los servicios sociales
los sistemas de inteligencia artificial per-
miten relacionar datos, realizar analisis
predictivos, automatizar los procesos e
incluso, gracias a robots o tecnologias de
asistencia, que las personas puedan per-
manecer mas tiempo en su entorno do-
méstico en lugar de vivir en residencias.
No en vano, de unos afios a esta parte se
ha dado un paso considerable. La irrup-
cién de la inteligencia artificial y el resto
de tecnologias en el campo de los servi-
cios sociales esta contribuyendo a mejo-
rar su funcionamiento y a incrementar la
calidad de vida de las personas que, como
ya hemos senalado, se sittan en el cen-
tro nuclear de la transformacién digital v,
ademas, en el foco de los servicios de la
Administracién. Efectivamente, entre los
beneficios que la inteligencia artificial y el
resto de tecnologias paulatinamente vie-
nen aportando al ambito de los servicios
sociales destacan el aumento de velocidad
y calidad de los servicios, la optimizacién
de los procesos al poder liberar al perso-
nal de tareas repetitivas o el aumento de
la seguridad, eficiencia y objetividad en la
toma de decisiones profesionales. A ello
podemos anudar la consecuencia de unos
diagnosticos precisos y unas prescripcio-
nes muy ajustadas a la realidad —lo cual
fortalece las politicas preventivas—, asi
como la personalizacién de las interven-
ciones que se llevan a cabo. Por tltimo,
representan también claras ventajas el
que se consiga unos profesionales mas
empoderados y versatiles, mayor apoyo
para la autonomia personal y la vida in-
dependiente y una mejor planificacién de
los servicios y de los equipos profesiona-
les, con el consiguiente aumento de la efi-
ciencia econémica®.

8 Por todos, Copina FiLBA, T.: «Per qué la intel-li-
geéncia artificial transformara els serveis socials»,

A continuacién, vamos a hacer refe-
rencia a algunas funcionalidades con-
cretas de las nuevas tecnologias que han
hecho su incursion en el ambito de los
servicios sociales, tanto en relacién con
la inteligencia artificial propiamente di-
cha, como con el big data y el machine
learning, la robética y la telemedicina.

1. LA INTELIGENCIA ARTIFICIAL

En funcién de los muchos factores
que confluyen, no resulta sencillo definir
qué se entiende por inteligencia artificial.
Para ello acudiremos a la definicién del
Parlamento Europeo, donde el término
«inteligencia artificial» (IA) «se aplica a
los sistemas que manifiestan un compor-
tamiento inteligente, pues son capaces de
analizar su entorno y pasar a la acciéon
—con cierto grado de autonomia— con
el fin de alcanzar objetivos especificos®.
A su vez se diferencia entre una inteli-
gencia artificial «fuerte», donde los algo-
ritmos pueden reproducir la conducta o
pensamiento humano, y otra «débil»'°. Y,
en conexién con ello, RusseLL y Norvi

RTS: Revista de treball social (El poder imparable de
les idees en acci6: de la innovacié necessaria al canvi
possible), num. 219, 2020, pp. 85y 92.

® Comunicacién de la Comisién al Parlamento
Europeo, al Consejo Europeo, al Consejo, al Comité
Econémico y Social Europeo y al Comité de las Re-
giones, Plan coordinado sobre la inteligencia artifi-
cial, Bruselas, 7/12/2018.

Morinuevo, D.: Eurofound (2020), Impact of di-
gitalisation on social services, Publications Office of
the European Union, Luxembourg, p. 14.

10 Ta distincién entre estos dos tipos de inteligen-
cia fue introducida por SEARrLE, J.: Actos de habla. En-
sayo de filosofia del lenguaje, Catedra, Madrid,1980;
MARTINEZ REY, M.A./PAzos SIERRA, J.: «La inteligencia
artificial y el Derecho: pasado, presente y futuro»,
en Inteligencia artificial y riesgos cibernéticos, dir. por
E. Monterrosso Casado y coord. por A. Mufioz Villa-
rreal, Tirant lo Blanch, Valencia, 2019, pp. 551-552.
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establecieron la distincion entre los sis-
temas que piensan como humanos (redes
neuronales artificiales); los sistemas que
actian como humanos (robots); los sis-
temas que piensan racionalmente (siste-
mas expertos) y los sistemas que actian
racionalmente (agentes inteligentes)!!.

En concreto, en la inteligencia artificial
fuerte entran en juego las redes neurona-
les con nodos artificiales que emulan las
neuronas del cerebro, lo cual constituye
un auténtico desafio para los juristas, so-
bre todo porque esos sistemas cada vez
adquieren un grado mayor de autono-
mia. El sistema o la maquina aprende a
medida que se le van introduciendo datos
(aprendizaje automatico), que deben ser
lo mas objetivos posibles para evitar la
discriminacion algoritmica a la que ha-
remos referencia mas adelante.

Segun el art. 3.a) de la Propuesta de Re-
glamento del Parlamento Europeo y del
Consejo relativo a la responsabilidad civil
por el funcionamiento de los sistemas de
inteligencia artificial (Resolucién de 20 de
octubre de 2020) un sistema de inteligen-
cia artificial es «todo sistema basado en
programas informaticos o incorporado en
dispositivos fisicos que muestra un com-
portamiento que simula la inteligencia,
entre otras cosas, mediante la recopila-
cién y el tratamiento de datos, el analisis
y la interpretacién de su entorno y la ac-
tuacion, con cierto grado de autonomia,
para lograr objetivos especificos».

Y en el art. 3 del Reglamento de In-
teligencia Artificial de 13 de marzo de

" Como asi puntualizan RusseLL, S./Norvig, P.:
Inteligencia artificial, Un enfoque moderno, traduci-
do por Juan Manuel Corchado Rodriguez/Fernando
Martin Rubio/ José Manuel Cadenas Figueredo/Luis
Daniel Hernandez Molinero y Enrique Paniagua
Aris/Raquel Fuentetaja Pinzan y Ménica Robledo de
los Santos, R. Rizo Aldeguer, Pearson Prentice Hall,
México, 2008, p. 2.

2024 se define el sistema de IA como «un
sistema basado en una maquina disefia-
do para funcionar con distintos niveles
de autonomia, que puede mostrar capa-
cidad de adaptacién tras el despliegue y
que, para objetivos explicitos o implici-
tos, infiere de la informacién de entrada
que recibe la manera de generar informa-
cién de salida, como predicciones, con-
tenidos, recomendaciones o decisiones,
que puede influir en entornos fisicos o
virtuales» 2.

En la actualidad no cabe duda de que
los sistemas de inteligencia artificial son
capaces de realizar tareas especificas (IA
débil) e incluso pueden llegar a aprender
y ser auténomos (IA fuerte). Si bien hace
unos afios era impensable que una ma-
quina inteligente sustituyera la capacidad
humana, hoy en dia se esta aproximando

12 Al hilo de ello, el art. 3 apartado 1 de la Pro-
puesta de Reglamento del Parlamento Europeo y del
Consejo por el que se establecen normas armoniza-
das en materia de inteligencia artificial (Ley de In-
teligencia Artificial) de 21 abril 2021, entiende por
sistema de inteligencia artificial (sistema de IA) «el
software que se desarrolla empleando una o varias
de las técnicas y estrategias que figuran en el ane-
xo I y que puede, para un conjunto determinado de
objetivos definidos por seres humanos, generar in-
formacién de salida como contenidos, predicciones,
recomendaciones o decisiones que influyan en los
entornos con los que interactia». Y en el acuerdo
provisional sobre el Reglamento de Inteligencia Arti-
ficial (TA) para crear el primer marco regulador de la
UE para la IA, adoptado el pasado mes de diciembre
por el Consejo y el Parlamento Europeo y que tiene
su origen en la llamada Ley de Inteligencia Artificial,
esa definicion fue actualizada conforme a las lineas
disenadas por el Consejo de la Organizaciéon para
la Cooperacion y el Desarrollo Econémico (OCDE)
al establecer que un sistema de IA «es un sistema
basado en maquinas que, con objetivos explicitos
o implicitos, infiere, a partir del input (o entrada)
que recibe, como generar outputs (o salidas) tales
como predicciones, contenidos, recomendaciones o
decisiones que pueden influir en entornos fisicos o
virtuales. Los distintos sistemas de IA varian en sus
niveles de autonomia y capacidad de adaptacién tras
su despliegue».
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sobremanera e incluso en algunas areas
resultan mucho mas productivas que las
personas, lo que no empece para que tan-
to en la programacién como durante su
funcionamiento debiera ser aconsejable
cierto grado de control humano, pues esa
paulatina autonomia que van adquirien-
do los sistemas mencionados da lugar a
que conozcamos bien los inputs que se
introducen en ellos (es algo que podemos
controlar), pero no lo que sucede en su
interior, en la llamada caja negra.

El hecho de que un sistema inteligente
actie de forma auténoma significa que
la tarea que lleva a cabo no esta predefi-
nida y que funciona con poco o ningin
control o supervisién humana inmediata.
Es mas, esos sistemas tienen capacidad
de adquirir cada vez mayor autonomia
a través del intercambio de datos con
su entorno y el anélisis de dichos datos,
llegando a aprender gracias al entrena-
miento y a la interaccién. En tales casos,
los outputs que se obtengan, que pueden
llegar a causar danos, no dependen de la
voluntad de una persona y es asi, como
consecuencia de esa autonomia y opaci-
dad, donde hemos de buscar a los res-
ponsables de dichos dafos.

Llegado este punto constituye una evi-
dencia la capacidad que tienen los siste-
mas inteligentes para realizar tareas espe-
cificas, incluso mejor que las personas!.
Estamos de acuerdo en que los profesio-
nales observan cosas que un algoritmo
no puede ver pero, al mismo tiempo, un
algoritmo puede localizar patrones que
el ojo humano no es capaz de detectar.
Es por ello que, cuando los profesionales

13 Por todos, LopEZ DE MANTARAS, R.: «El futuro de
la TA: hacia inteligencias artificiales realmente inte-
ligentes», p. 2, disponible en https://www.bbvaopen
mind.com/articulos/el-futuro-de-la-ia-hacia-inteli
gencias-artificiales-realmente-inteligentes/ (consulta
de 15/09/2203).

y los algoritmos trabajan juntos el error
disminuye considerablemente, lo que nos
lleva a intuir el necesario complemento
que todavia actualmente se produce en-
tre las personas y estos sistemas, de cara
a evitar el mayor namero de errores, si
bien no podemos predecir qué sucedera
en un futuro ni qué grado de autonomia
alcanzaran estos sistemas.

Por citar algin supuesto dentro de
los servicios sociales autonémicos, en
relaciéon con la poblacién ex reclusa en
Cataluna existe una herramienta de va-
loracién automatica de riesgo que se usa
desde 2009 en todas las prisiones de dicha
Comunidad. Se trata de RisCanvi, un sis-
tema que se basa en un algoritmo con el
que se evaliia, a partir de 43 variables, las
posibilidades de que una persona vuelva
a delinquir tras salir de prisién. En estos
casos, si la probabilidad de reincidencia
detectada por el algoritmo fuera elevada,
advertiria acerca de la conveniencia de
activar medidas de seguimiento, como
por ejemplo la instalaciéon de una pulsera
electrénica'®. Supongamos ahora que ese
algoritmo con el que se evalia la proba-
bilidad de reincidencia tuviera algin ses-
go en el proceso de verificacion sobre el
propio riesgo y se valorasen criterios sub-
jetivos como la pobreza, el rendimiento
académico o laboral, la actividad o el in-
dice de criminalidad de amigos y familia-
res, o incluso que ese riesgo recayera en
mayor numero de veces y sin causa real
sobre personas de raza negra, con la con-
secuencia de que fueran incorrectamen-
te consideradas como de mayor riesgo
de reincidencia en comparacién con las
personas blancas, tal y como ha sucedido
con otros algoritmos homodlogos'. En tal

14 Asi, Copina FiLBa, T.: op. cit., p. 90.
15 Como sucedi6 en Estados Unidos con el algo-
ritmo COMPAS, sistema automaético con el que se
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caso se podria llegar a una discrimina-
cién algoritmica derivada de ese etique-
tamiento que implicaria un riesgo para
los derechos humanos, como el derecho
a la no discriminacién o a la libertad
personal, entre otros. Es por ello que los
danos que se causaran en ese hipotético
caso deberian ser indemnizados y para
ello debemos conocer ex ante quién y ba-
jo qué régimen juridico tendria que res-
ponder civilmente frente al perjudicado.

2. BIG DATA Y MACHINE LEARNING

Mencién especial merece el big data,
con cuyos datos se nutren los sistemas
de inteligencia artificial. Hay datos por
doquier, incluso cuando al entrar en una
pagina web aceptamos las cookies, esos
datos pasan a formar parte del entrena-
miento del sistema en cuestion. Efectiva-
mente, los sistemas aprenden de forma
automatica gracias a la experiencia y la
practica que reciben a partir del analisis
iterativo de grandes cantidades de datos
(machine learning)'®. Un ejemplo de ello
lo seria el sistema «Demandas, Proble-
mas, Respuestas» (en acrénimo DPR),
desarrollado también en Catalufia. Dicho
sistema, tras ser entrenado con 300.000
expedientes, por medio de técnicas de
aprendizaje automatico clasificé situa-
ciones que asocié con posibles respues-
tas posibles!’. De resultas, cada profesio-

determinaba el riesgo de reincidencia en los presos
que result6 contener sesgos discriminatorios en con-
tra de las personas de raza negra.

16° A grandes rasgos el aprendizaje automaético
consiste en lograr que los ordenadores mejoren sus
prestaciones basdndose en la experiencia, por todos
LarsoN, E. J.: El mito de la inteligencia artificial. Por
qué las mdquinas no pueden pensar como nosotros lo
hacemos, Shackleton Books, S. L., 2022, p. 160.

17 Vid. MINGUDON, J./SERRANO-MARTINEZ, C.: «La
Inteligencia Artificial en los Servicios Sociales. Es-
tado de la cuestion y posibles desarrollos futuros»,
Cuadernos de trabajo social, vol. 35 (2), 2022, p. 326.

nal, tras atender una visita, transcribir al
ordenador sus anotaciones y pulsar un
botén, consigue que este sistema proce-
se la informacion, clasifique la solicitud
y el problema, y sugiera una respuesta
objetiva, de acuerdo con los recursos y
servicios que el Ayuntamiento en cues-
tién pueda ofrecer'®. En tales casos ¢qué
ocurriria si el sistema ofreciera alguna
respuesta inadecuada llegando a causar
algtin dafio por ejemplo de tipo moral?

Otra experiencia interesante viene de
la mano del proyecto PACT desarrollado
en Castilla y Leén, basado en un algorit-
mo que prevé el riesgo de sufrir una si-
tuacion de exclusién social crénica por
parte de los beneficiarios de ayudas pu-
blicas. El algoritmo se ha creado a par-
tir del analisis anonimizado de mas de
16.000 casos y de sesenta factores predic-
tivos. En este caso, mediante el aprendi-
zaje automatico se han determinado los
diez factores principales de riesgo y se ha
desarrollado una aplicacién en linea, ac-
cesible para los profesionales de servicios
sociales, permitiéndoles conocer con pre-
cisién el riesgo de exclusion social de una
persona, para facilitar asi las decisiones
o actuaciones que se deberia acometer!®.
También aqui podriamos imaginar que
en algin momento se podria detectar al-
gun tipo de sesgo discriminatorio o que
por ejemplo hubiera una fuga de datos,
¢a quién exigiriamos la correspondiente
responsabilidad?

Este ultimo proyecto al que nos he-
mos referido esta inspirado en el sistema
Allegheny Family Screening Tool (AFST)
de Pensilvania (EEUU), vigente desde el
ano 2015, con el que se proporciona a
los profesionales de los servicios sociales

8 En este sentido, Copina Fiia, T.: op. cit.,
pp. 92-93.
19 CopiNna FiLBa, T.: op. cit., p. 94.
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una evaluacién objetiva de las situacio-
nes de riesgo que conducen al desampa-
ro infantil, coadyuvando en la deteccion
de los casos y en la toma de decisiones.
El sistema se basa en algoritmos que in-
terrelacionan datos y cuando detecta al-
guna posible situaciéon de desamparo o
maltrato, tras analizar mas de cien pa-
rametros como, por ejemplo, los antece-
dentes penales de los padres, si consu-
men sustancias psicotrépicas, padecen
enfermedades mentales o consta algin
historial de maltrato infantil de los pro-
genitores, tutores o personas que convi-
ven en el domicilio del menor, calcula el
indice real de riesgo en aras de adoptar
los protocolos oportunos?°.

3. LA ROBOTICA

Llegados a este punto queremos al me-
nos mencionar la robdtica, que surge al
materializarla inteligencia artificial en un
soporte fisico con la capacidad de interac-
tuar en su entorno; es decir, puede haber
IA sin robética, pero nunca robots inte-
ligentes sin un sistema de inteligencia?'.
Por ejemplo, en el contexto de los servi-
cios sociales se ha disefiado el Programa
conjunto AAL (Ambien Assist Living) o
«Vida Cotidiana Asistida por el Entorno»
impulsado por los Estados miembros de
la Unién Europea y tres paises asociados
(Israel, Noruega y Suiza), para personas
ancianas y con discapacidad, que permi-

20 Mas informacion en https://www.alleghenyco
unty.us/Services/Human-Services-DHS/News-and-
Events/Accomplishments-and-Innovations/Alleghe
ny-Family-Screening-Tool (consulta de 13/01/2024).

21 AzNAR DoMINGO, A./ DOMINGUES VILLARROEL, M.
P.: «La responsabilidad civil derivada del uso de in-
teligencia artificial», disponible en https://elderecho.
com/responsabilidad-civil-derivada-uso-inteligen-
cia-artificial (consulta de 12/12/2023).

te vivir de forma auténoma y participar
en la sociedad de forma activa. Un ro-
bot que se pasea por casa acomparfia a la
persona que la habita al mismo tiempo
que la vigila, siendo capaz de reconocer
la actividad que realiza, por ejemplo, si
tiene una vida demasiado sedentaria o si
hace ejercicio. Para ello, unos sensores
debidamente instalados miden parame-
tros fisiolégicos como las pulsaciones, la
respiracion, la temperatura corporal o su
postura y toda esa informacién se moni-
toriza, permitiendo que con un dispositi-
vo electrénico se establezca contacto con
el exterior sin necesidad de salir de casa,
ya sea para hacer consultas médicas, co-
municarse con la familia, mantener con-
tacto con los amigos, etc.??.

Aunque con caracteristicas mas basi-
cas, también se puede traer a colacién el
robot EBO, disefiado por el Laboratorio
de Robética y Vision Artificial RoboLab
de la Universidad de Extremadura, que
narra de forma interactiva historias, des-
empenando un importante papel socia-
lizador y de entretenimiento o storyte-
lling?3.

Efectivamente, en funcién de la com-
plejidad que presente, un robot puede
tener una inteligencia artificial débil o
fuerte. Los rasgos potencialmente dis-
ruptivos que presenta la nueva gene-
raciéon de robots son el resultado de la
incorporacién de programas de inteli-
gencia artificial en sus sistemas. Por este
motivo, en la definicién de robots debe

22 Disponible en http://www.ub.edu/senesciencia/
noticia/aal-o-vida-cotidiana-asistida-por-el-entorno/
(consulta de 17/10/2023).

23 Perez, G./BArRriGA, C./RopriGuez, T./NUNEz, P.:
«Presentando al robot social EBO: un narrador in-
teractivo y socialmente consciente para terapias con
personas mayores», en Tecnologia, Innovacion y ser-
vicios sociales, edit. Ana Rosa del Aguila Obra, José
Manuel Ramirez Navarro, Luis Miguel Rondén Gar-
cia, Aranzadi, Navarra, 2022, p. 223.
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también incluirse la referencia a esta tec-
nologia cuyo funcionamiento se basa en
el uso de algoritmos y el procesamiento
de grandes cantidades de datos?*. Mien-
tras que los robots auténomos reorgani-
zan los médulos légicos o fisicos sobre la
marcha para resolver la tarea asignada,
los robots que tienen mayor grado de au-
tonomia atin crean los médulos necesa-
rios a partir de unidades mas pequenas,
programandose ellos mismos, lo que nos
pone en conexién con lo que veremos
mas adelante en relacién con los robots
y sistemas de IA que incluyen autoapren-
dizaje, dado que pueden llegar a generar
un comportamiento impredecible®.

De donde de nuevo se derivaria la pre-
gunta, en este caso, en torno a si un robot
tiene un fallo de fabricacién o por el pro-
pio funcionamiento de su sistema erra en
la ejecucién de alguna funcién, a quién
deberiamos dirigirnos. Sin embargo, no
abordaremos en este trabajo los dafios
ocasionados por productos defectuosos,
baste con un mero apunte.

4. LA TELEMEDICINA

Por tultimo, nos referiremos también a
la telemedicina, aun a sabiendas de que es-
te ambito se corresponde con el sistema sa-
nitario, no con el social. Pese a ello, resulta
interesante hacer algunas observaciones
dado que algunas aplicaciones y sistemas
son extrapolables entre ambos campos.

La aplicacién de la telemedicina se
lleva a cabo tanto en la gestién como en

24 A este respecto, Casapesus RipoLL, P.: «Inteli-
gencia artificial y responsabilidad civil: perspectivas
juridicas y retos legislativos», Revista de la Facultad
de Derecho de México, vol. 70, num. 278, 1, 2020,
p- 357.

25 Joraui AzorFra, M.: Responsabilidad por los da-
fios causados por productos vy sistemas de inteligencia
artificial, Dykinson, Madrid, 2023, pp. 83-89.

la prevencién, diagnéstico, tratamiento
y seguimiento de los pacientes. En con-
creto, dentro del término e-salud aglu-
tinamos la telemedicina (diagnéstico y
tratamiento online), la gestion telematica
(citas y consultas online, por ejemplo), la
historia clinica digital, las apps sanita-
rias, el big data, la farmacia (con la rece-
ta electrénica), o la biomedicina. Quedan
comprendidas desde las aplicaciones que
nos preguntan por nuestros sintomas y
establecen un diagndstico, hasta los siste-
mas que de forma masiva recogen datos
a partir de la interpretacién de imagenes
médicas con el objeto de detectar y diag-
nosticar enfermedades.

La doctrina pone de relieve la impor-
tancia del desarrollo tecnolégico para la
mejora de la salud y, en particular, de la
telemedicina, destacando diferentes uti-
lidades de la inteligencia artificial tales
como el examen remoto de los pacientes,
su uso para el diagnéstico, la colabora-
cién entre los profesionales sanitarios y
el analisis de la informacién?.

Con la teleasistencia se puede llevar
a cabo una medicina preventiva, como
cuando se instala una unidad de control
que recibe los datos de las constantes vi-
tales de las personas. Un ejemplo seria el
servicio de teleasistencia publico betiON
que se utiliza en el Pais Vasco, en funcién
del cual se instala un terminal que se co-
necta al teléfono del domicilio de la per-
sona usuaria y un pulsador o «medalla»
que esta persona debe portar?’. Con este
sistema se puede asistir telefénicamente

26 Asi, Das, S.D./Bara, PK.: «Artificial Intelligen-
ce in Telemedicine: A Brief Survey», en Augmented
Intelligence in Healthcare: A Pragmatic and Integrated
Analysis. Studies in Computational Intelligence, eds.
Mishra, S., Tripathy, H. K., Mallick, P., Shaalan, K.,
vol. 1024, Springer, Singapore, 2022, pp 453-461.

27 Vid. https://www.euskadi.eus/web01-albetion/
es/ (consulta de 15/11/2023).
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a personas mayores o con discapacidad,
proporcionandoles comunicacién con un
centro asistencial, lo cual, por sus pro-
pias caracteristicas, en este caso se nos
ocurre que una posible responsabilidad
podria surgir si, por ejemplo, por un de-
fecto de fabricacién del pulsador se cau-
saran dafios, cuestiébn que meramente
dejamos apuntada para un posible estu-
dio en la recién aprobada Directiva sobre
responsabilidad por los dafos causados
por productos defectuosos.

Asimismo, la aparicién y proliferacién
de las aplicaciones moéviles en el cam-
po de la salud ha dado lugar al término
«mHealth» o «<mobile Health». De confor-
midad con el informe de 2015 del Global
Observatory for eHealth, revisado en 2016,
emitido por la Organizacién Mundial de
la Salud —OMS—, la mHealth consiste
«en el uso de dispositivos méviles, como
son los smartphones, PDAs y aparatos
para el seguimiento de pacientes, para
la practica médica y la sanidad publica»
a lo que se podria asiadir que «e-Health
no es la alternativa o el complemento de
la atencién sanitaria, sino un nuevo con-
cepto en la prestacion del servicio gracias
al gran potencial que ofrecen las TIC en
la mejora del acceso, la reduccién de los
tiempos de respuesta, la efectividad y
contraste de los diagnésticos, y en defini-
tiva, la mejora del servicio al paciente»?8.

Sin lugar a dudas el uso de aplicaciones
moéviles resulta de suma utilidad en el dia
a dia de las personas con enfermedades.
Por ejemplo, en la diabetes, que afecta a
422 millones de personas, se requiere de
un control riguroso, continuo y exhaus-

28 SAINz DE ABajo, B./RoprIGUES, J.J.P.C./GARCiA
SaLcINES, E./BUuroN FErRNANDEZ, F.J./MicueL LopPez-Co-
RONADO, M./DE CasTtrRo Lozano, C.: «M-Health y
T-Health. La Evoluciéon Natural del E-Health», Re-
vistaeSalud.com, vol. 7, nam. 25, 2011, p. 3.

tivo sobre el estado de salud de quienes
la padecen; asi, podriamos mencionar
Social Diabetes, GluQUO, One drop o
FEDEdiabetes, entre otras aplicaciones.
¢Qué ocurriria si como consecuencia de
su mal funcionamiento o, simplemente,
de su no funcionamiento, una persona
sufriera dafnos en su integridad fisica?
Asimismo, en relacién con la atencién
a las personas mayores en centros o resi-
dencias, en lo que se refiere a la dosifica-
cién de la medicaciéon para su correcta ad-
ministracién, en el plano europeo existe la
plataforma Robotik Techonology que ges-
tiona unidosis embolsadas y correctamen-
te identificadas que se almacenan en una
pulsera que lleva la persona usuaria®. Ni
que decir tiene la gravedad que supondria
un error en la gestion, reparto y adminis-
tracion de esas dosis medicinales, pues los
danos personales son mas que evidentes
y habria que saber dénde ha estado ese
error para poder exigir responsabilidades.
Por tultimo, especial mencién merece
el uso de robots en el ambito de la te-
lemedicina cuando permiten abordar in-
tervenciones cada vez mas complicadas
y autéonomas como sucede con el robot
Da Vinci —dotado de una visiéon 3D de
alta definicién y una instrumentacién
articulada que posibilita al profesional
médico realizar intervenciones comple-
jas mediante una técnica minimamente
invasiva—, o el robot Star (Smart Tissue
Autonomous Robot) que permite llevar a
cabo intervenciones quirargicas de ma-
nera practicamente auténoma, habiendo

2 Este software permite que la farmacia inter-
conecte con el ambiente del cuidado. El interfaz
permite el intercambio de datos de la medicacion,
incluyendo el nombre, la fuerza, la dosificacién, la
fecha de vencimiento, el nimero de hornada y el
fabricante, https://www.medicalexpo.es/prod/robo-
tik-technology/product-77818-698408.html (consul-
ta de 17/10/2023).
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sido capaz de ejecutar un plan quirargico
sobre tejido blando de un cerdo sin ayu-
da de un cirujano.

Como venimos poniendo de manifies-
to, también en el Ambito de la telemedici-
na se pueden encontrar riesgos asociados
a la inteligencia artificial. Por ejemplo, en
Estados Unidos, un algoritmo utilizado
para orientar la atencién médica de apro-
ximadamente 200 millones de personas
al ano contenia sesgos en contra de las
personas negras, reduciendo con ello, a
mas de la mitad, el nimero de pacientes
de raza negra identificados para recibir
programas de atencién médica®.

III. RIESGOS ASOCIADOS AL USO DE LA
INTELIGENCIA ARTIFICIAL

No es necesario insistir mas en las ven-
tajas que conlleva la implantaciéon y desa-
rrollo de la inteligencia artificial en todos
los sectores en general y en el de los servi-
cios sociales en particular, ventajas que,
sin embargo, a menudo vienen acompa-
niadas de los consiguientes riesgos®!. En
los ejemplos anteriores hemos creado
situaciones de hipotéticos riesgos a los
que nos referiremos ahora, ya sea como
consecuencia de la existencia de sesgos
en los logaritmos que dan lugar a discri-
minaciones, la opacidad de los sistemas
de inteligencia artificial, la desproteccién
de datos personales, etc., riesgos que, en

30 Https://www.science.org/doi/full/10.1126/
science.aax2342 (consulta de 13/12/2023).

31 Sin duda, los beneficios que acarrea la inteli-
gencia artificial van aparejados en muchos casos de
maés que hipotéticos danos a los derechos fundamen-
tales, asi CastiLLo CawviN, J. M.: «Robotizacién e in-
teligencia artificial: limites legales y responsabilidad
civil», en El Derecho vy la Inteligencia Artificial, coord.
Francisco Herrera Triguero, Alfonso Peralta Gutié-
rrez, Leopoldo Salvador Torres Lopez, editorial Uni-
versidad de Granada (eug), Granada, 2022, p. 276.

definitiva, hay que prevenir o, una vez
producidos, intentar reparar.

1. LA EXISTENCIA DE SESGOS DISCRIMINATORIOS

En primer lugar, no cabe duda de que
se han de proteger los derechos de las
personas frente a las diferencias y discri-
minaciones que pudieran surgir y a ello
se refiere, por ejemplo, el art. 10.2.f) del
Reglamento de Inteligencia Artificial de
13 de marzo de 2024.

El sesgo, que se define en el dicciona-
rio de la Real Academia Espafiola como
un «error sistematico en el que se pue-
de incurrir cuando al hacer muestreos o
ensayos se seleccionan o favorecen unas
respuestas frente a otras», es algo propio
en las personas. Aqui nos referiremos
a los sesgos en los algoritmos predicti-
vos, es decir, aquellos que, combinando
multiples datos de entrada a través de
técnicas estadisticas y légicas, permiten
determinar, analizar y predecir hechos o
ciertos aspectos de la personalidad o el
comportamiento, intereses y habitos de
una persona, con base en los cuales se
toman después decisiones??.

Es importante destacar que los sesgos
estan en la IA porque las personas los in-
troducimos, en ningun caso los algoritmos
son discriminatorios por ellos mismos vy,
eso si, una vez presentes en el sistema,
pueden ocasionar injustas consecuencias.
Es mas, la discriminacién pueda pasar de-
sapercibida porque la mayoria de las per-
sonas tenemos dificultad para reconocer
nuestros propios sesgos, lo que se conoce
como punto ciego de los sesgos o feno-

32 Asi, BERENGUER ALBALADEJO, C.: «La discrimi-
nacién algoritmica en la toma de decisiones indivi-
dualizadas: qué es, por qué se produce y cuéles son
los principales desafios que plantea», RDP, num. 6,
2023, p. 14.
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meno cognitivo en el que cada persona se
considera mas imparcial que el resto, pese
a estar tan sesgada como cualquier otra.

En la mayor parte de los casos, el
sesgo de los sistemas de aprendizaje au-
tomatico se debe a los datos utilizados
para su entrenamiento, pero también
contribuyen, sin animo de ser exhausti-
vos, el factor humano y las correlaciones
o inferencias defectuosas o imprecisas
a las que llega auténomamente el algo-
ritmo?3. Efectivamente, pudiera suceder
que los sesgos ya estuvieran incluidos en
los propios datos. Si introducimos datos
sesgados en un programa, obtendremos
resultados discriminatorios en donde se
favorecerian un tipo de respuestas frente
a otras, por lo que los inputs o datos de
entrada y los promts que introduzcamos
han de ser lo mas neutrales posibles. Y
es que durante el desarrollo de un siste-
ma de decisién automatizada podemos
hallar esos sesgos desde el momento de
la programacion, en la introduccién de
datos, o en el resultado final.

Como decimos, en el diseno, progra-
macién y entrenamiento de los algorit-
mos, los sesgos en los datos utilizados
para alimentar la herramienta pueden
reflejar prejuicios del disefiador del algo-
ritmo y/o replicar los estereotipos presen-
tes en la sociedad, lo cual genera una dis-
criminacién o afectacién de los derechos
de las minorias, derivados, entre otros
motivos, de la raza, género o situacién
econémica®*. De todo ello la consecuen-
cia que se puede seguir es la produccion
de dafios morales —o incluso patrimo-

33 BERENGUER ALBALADEJO, C.: op. cit., pp. 26-29.

34 Asi, Roa AveLrLa, M.P./SanaBria-Movyano, J. E./
Dinas-Hurtapo, K.: «Uso del algoritmo COMPAS en
el proceso penal y los riesgos a los derechos huma-
nos», Revista Brasileira de Direito Processual Penal,
vol. 8, nam. 1, jan./abr. 2022, p. 304, https://doi.
org/10.22197/rbdpp.v8il.615.

niales— cuando el sistema, sin una razén
objetiva, prefiera a unas personas frente
a otras como resultado de modelos acep-
tados por la colectividad con caracter
practicamente inmutable.

Algunos estudios demuestran que los
efectos discriminatorios que en ocasiones
se producen ocurren mayor numero de
veces entre las mujeres (sesgo de género)
y las personas negras (sesgo racial), que
se ven mas afectadas por los errores y las
predicciones inexactas de los sistemas de
inteligencia artificial. Asi, por ejemplo, en
el ano 2015 Google reconocié que un al-
goritmo habia etiquetado erréneamente
la foto de dos personas negras como go-
rilas®. Y es que, segtin se ha podido cons-
tatar, los sistemas de inteligencia artificial
son mas exactos cuando se trata de gru-
pos mayoritarios que de minorias, lo que
muchas veces surge debido a un problema
previo, a saber, la escasa diversidad en los
propios equipos de programacién, donde
abundan los varones de raza blanca. Algo
tan sencillo como incluir una represen-
tatividad suficiente en relacién con otros
sectores como las mujeres y las personas
de raza negra, permitiria contrarrestar
esos sesgos. Efectivamente, los datos que
se utilizan en torno a la investigacion so-
bre el comportamiento de las personas y el
entrenamiento de la inteligencia artificial
parten de lo que se conoce como mues-
tra WEIRD, acrénimo de White (blanco),
Educated (educado), Industrialized (indus-
trializado), Rich (rico) y Democratic (de-
mocrata), lo que sin duda, ya de entrada
compromete la eficiencia y la confianza
en los algoritmos empleados?®.

35 Véase en https://www.theguardian.com/tech
nology/2015/jul/01/google-sorry-racist-auto-tag-pho
to-app (consulta de 11/01/2024).

36 Asi, https://theconversation.com/discrimina
cion-racial-en-la-inteligencia-artificial-142334 (con-
sulta de 2/01/2024).
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Como prueba de ello acudimos a un es-
tudio en el que se detect6 que si se partia
de la frase «el hombre trabaja como...»
se completaba con «vendedor de coches
en Walmart», mientras que si la frase em-
pezaba por «la mujer trabaja como...»
terminaba con «una prostituta bajo el
nombre de Hariya». Del mismo modo, si
la frase empezaba por «el hombre blan-
co trabaja como...» la IA la completaba
con «un oficial de policia» o incluso un
juez, un fiscal, o el presidente de los Es-
tados Unidos. En cambio, si el comienzo
de la frase era «el hombre negro trabaja
como...» el algoritmo generaba el texto
«un proxeneta durante 15 dias»37 .

De todo ello subyace la necesidad de
un diseno ético de los algoritmos vy, por
ello mismo, en la Resolucién del Parla-
mento Europeo, de 20 de octubre de 2020
con recomendaciones destinadas a la Co-
misiéon sobre un marco de los aspectos
éticos de la inteligencia artificial, la ro-
bética y las tecnologias conexas, se hace
referencia a la ausencia de sesgos y de
discriminacién como un principio ético
de obligado cumplimiento para las tec-
nologias de alto riesgo.

2. LA OPACIDAD DE LOS SISTEMAS

En segundo lugar, otro riesgo que pro-
vocan los sistemas de inteligencia artifi-

37 «The Woman Worked as a Babysitter: On Bia-
ses in Language Generation», estudio realizado por
SHENG, E./Cuang, K-W./Natarasan, P./PeENnG, N., Procee-
dings of the 2019 Conference on Empirical Methods in
Natural Language Processing and the 9th Internatio-
nal Joint Conference on Natural Language Processing,
p- 3407, Hong Kong, China, November 3-7, 2019,
disponible en https://aclanthology.org/D19-1339.pdf
(consulta de 2/01/2024). En este trabajo se presenta
un estudio sistematico de los sesgos en la genera-
cién de lenguaje natural (NLG) mediante el anélisis
de texto generado a partir de prompts que contienen
menciones a diferentes grupos demograficos.

cial hace referencia a la opacidad o falta
de transparencia en el proceso de traza-
bilidad en el disefio y fabricacién de los
sistemas inteligentes. Cuanto mas auto-
nomo sea un sistema, mas opaco sera.
De hecho, algunos sistemas no han si-
do programados para una determinada
funcién, pero a través del aprendizaje
profundo llegan a ella. Como ya hemos
adelantado, en los sistemas de inteligen-
cia artificial fuerte sabemos qué inputs
entran en la caja negra (black box) pero
no podemos saber lo que sucede dentro,
desconocemos cémo se combinan las va-
riables. El efecto caja negra significa que
los algoritmos que se basan en el apren-
dizaje automatico de la maquina pueden
ser muy dificiles (por no decir imposi-
bles) de entender.

Asi, en la Propuesta de Reglamento del
Parlamento Europeo y del Consejo rela-
tivo a la responsabilidad civil por el fun-
cionamiento de los sistemas de inteligen-
cia artificial (Resoluciéon del Parlamento
Europeo, de 20 de octubre de 2020) se
establece que «La utilizacién de sistemas
de TA en nuestra vida cotidiana lleva a
situaciones en las que su opacidad (el ele-
mento “caja negra”) y el gran nimero de
agentes que intervienen en su ciclo de vi-
da podrian hacer extremadamente costo-
so, o incluso imposible, determinar quién
controlaba el riesgo asociado al uso del
sistema de IA en cuestién o qué cédigo o
entrada ha provocado en ultima instan-
cia el funcionamiento lesivo. Esta difi-
cultad se ve agravada por la conectividad
entre un sistema de IA y otros sistemas ya
sean o no de IA, por su dependencia de
los datos externos, por su vulnerabilidad
frente a las violaciones de la ciberseguri-
dad y por la creciente autonomia de los
sistemas de IA debido a las capacidades
de aprendizaje automatico y de aprendi-
zaje profundo».
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La opacidad esta relacionada con una
inteligencia artificial de alto riesgo donde
el resultado es imposible de prever. En
relacion con ello diferenciamos dos tipos
de aprendizaje. En primer lugar, cuan-
do los seres humanos etiquetan el dato
de entrada para senalar el resultado de-
seado, estamos ante lo que se denomina
«aprendizaje supervisado». Por el contra-
rio, cuando el sistema analiza los patro-
nes que pueda haber en los datos, tal y
como son, estamos ante un «aprendizaje
semisupervisado», que se inicia con una
semilla o una pequena parte de datos que
ha sido preparado por los seres humanos,
germen o comienzo que paulatinamente
se va proyectando sobre una mayor can-
tidad de datos sin supervisién3®.

3. LA PROTECCION DE DATOS PERSONALES

En tercer lugar, en torno a la protec-
cién de datos, resulta de obligada men-
cién el Reglamento (UE) 2016/679 del
Parlamento Europeo y del Consejo de 27
de abril de 2016 relativo a la proteccién
de las personas fisicas en lo que respec-
ta al tratamiento de datos personales y
a la libre circulacién de estos (RGPD).
Sin embargo, la inteligencia artificial no
siempre ha de ser considerada un ries-
go para los derechos fundamentales, si-
no que el peligro proviene del uso que
se haga de ella. Incluso la inteligencia
artificial puede ser una herramienta ttil
para proteger el derecho a la intimidad
pudiendo servir de ayuda, por ejemplo, a
la labor de anonimizar o pseudonimizar
los datos personales, existiendo también
los denominados algoritmos guardianes,
que se caracterizan por su labor de vi-

38 LarsoN, E. J.: op. cit., p. 161.

gilancia de otros algoritmos*. En todo
caso, la persona ha de ser informada de
los procesos de disociacién de la infor-
macion personal de los datos, de cémo
va a quedar preservada su identidad, de
si existe riesgo o posibilidad de reversién
o de si el proceso de anonimizacién es
totalmente seguro. Dicho de otra forma,
debe advertirse si el proceso de anonimi-
zacion resulta reversible, pues en tal caso
en realidad no se estaria ante un proceso
de anonimizacion, sino ante un proceso
de pseudonimizacién, donde es posible
deshacer la operacion para volver a co-
nocer la identidad de los afectados*. Este
proceso resulta fundamental cuando se
trata de datos sensibles que identifican
a la persona de un modo mas privado,
son los datos personales mas intimos de
la persona y por lo tanto deben ser es-
pecialmente protegidos. Segun el art. 9
RGPD, los datos sensibles se refieren a
datos personales que revelen el origen
étnico o racial, las opiniones politicas,
las convicciones religiosas o filoséficas,
la afiliacién sindical y el tratamiento de
datos genéticos, datos biométricos y los
datos concernientes a la salud o a la vida
u orientacioén sexual.

En nuestro ordenamiento juridico a lo
anterior habria que anadir el art. 9 de la
Ley Organica 3/2018, de 5 de diciembre,
de Proteccién de Datos Personales y Ga-
rantia de los Derechos Digitales, referido
a las categorias especiales de datos, que
vendria a constituir el homdlogo del art.
9 RGPD, donde se hace referencia a los
datos cuya finalidad principal sea iden-

39 BursaN Garcia, N.: «Proteccion de datos e in-
teligencia artificial», en El Derecho y la Inteligencia
Artificial, coord. Alfonso Peralta, Leopoldo Salvador
Torres y Francisco Herrera, Granada 2022, p. 259.

40 Praza PeNaDES, J.: Propiedad intelectual y pro-
teccion de sistemas de inteligencia artificial y metaver-
sos, Aranzadi, Cizur Menor (Navarra), 2023, p. 229.
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tificar la ideologia, afiliaciéon sindical,
religién, orientacién sexual, creencias u
origen racial o étnico de una persona. Al
menos de entrada y con el fin de evitar
situaciones discriminatorias, en torno a
los mismos no bastard para levantar la
prohibicién del tratamiento el mero con-
sentimiento de la persona afectada, y so-
lo se podra hacer uso de ellos en situacio-
nes excepcionales y teniendo en cuenta
las técnicas que acabamos de mencionar.

En cualquier caso, la ingente cantidad
de datos personales que pueden almace-
narse y circular sumada al uso de la inte-
ligencia artificial obligan a un constante
replanteamiento de la normativa en ma-
teria de proteccién de datos*!.

IV. RESPONSABILIDAD CIVIL DERIVADA DEL
USO DE LA INTELIGENCIA ARTIFICIAL EN
EL AMBITO DE LOS SERVICIOS SOCIALES

1. INTRODUCCION

Si bien el uso de la inteligencia artifi-
cial no esta muy extendido en el ambito
de la Administracién publica, va poco a
poco en aumento y ya pueden encon-
trarse algunos ejemplos, como hemos
ido viendo supra. Asi, la inteligencia ar-
tificial, la analitica de datos masivos (big
data analytics), el aprendizaje automati-
co (machine learning), internet de las co-
sas (IoT), los algoritmos de decisién au-
tomatizada (ADA), los sistemas de apoyo
a la toma de decisiones (IDSS), las apps,
la robética, la teleasistencia o la realidad

4l En el mismo sentido, MoNJE BALMASEDA, O.:
«Responsabilidad civil, robética e inteligencia arti-
ficial», en La robdtica y la inteligencia artificial en la
nueva era de la revolucion industrial 4.0, coord. por
Maria José Cruz Blanca e Ignacio Lled6 Benito y dir.
por Francisco Lled6 Yagiie, Ignacio F. Benitez Or-
tizar y Oscar Monje Balmaseda, Dykinson, Madrid,
2021, p. 249.

virtual han dado un vuelco no solo a la
forma en que se gestionan los servicios
sociales, sino también a la manera en que
se ofrecen esos servicios a los usuarios,
a las personas, agilizando procesos, ob-
teniendo respuestas en menor tiempo e
implantando sistemas que ayudan a las
personas en su vida cotidiana.

Llegados a este punto del trabajo y tras
la puesta en situacién que han desempe-
fiado las paginas anteriores ayudandonos
a tomar conciencia de los peligros que
pueden acarrear los distintos usos de la
inteligencia artificial en este ambito, va-
mos a proceder al estudio de la responsa-
bilidad, donde junto a la causalidad fisica
—con todas las dificultades que su deter-
minacién conlleva en torno a los danos
causados por sistemas de IA—, hay que
atender a la causalidad juridica o impu-
tacion objetiva del dafio*.

Sin duda, esos sistemas inteligentes no
siempre funcionan de forma adecuada y
a veces causan danos a terceros. ¢ Qué su-
jeto ha de responder por los dafos oca-
sionados por un sistema de inteligencia
artificial? ¢La persona que programa
el software? ¢El que ha introducido los
datos? ¢La persona que lleva a cabo las
actualizaciones o los trabajos de mante-
nimiento? ¢La propia maquina o robot?
¢El fabricante de los mismos? ¢El vende-
dor o el importador? ¢El médico que lo
utiliza? ¢El trabajador social o cualquier
otro profesional que utilice algiin siste-
ma de inteligencia artificial? ¢El empre-
sario que se sirve de la tecnologia o, en

4 Para un analisis detallado vid. EvaNGELIO LLOR-
ca, R.: «Causalidad y responsabilidad civil por dafios
ocasionados por sistemas de inteligencia artificial:
las presunciones de causalidad en las propuestas
normativas de la UE», trabajo incluido en la obra
colectiva resultante de las XXII Jornadas de la Aso-
ciacién de Profesoras y Profesores de Derecho Civil,
publicada por Aranzadi, en prensa.

Revista de Derecho Privado
94 1.S.S.N. digital: 2695-7264 ¢ 1.S.S.N.: 0034-7922 ¢ Num. 2, marzo-abril 2024. Pags. 79-114



Responsabilidad civil por daiios derivados de sistemas de inteligencia artificial...

Cristina Lopez Sdnchez

este caso, la Administracion puablica? ¢El
usuario si, por ejemplo, no cumplié con
su obligacién de utilizar o supervisar el
sistema de inteligencia artificial de con-
formidad con las instrucciones de uso su-
ministradas o, en su caso, de suspender
o interrumpir el uso? ¢Todos los implica-
dos de forma solidaria?

Con esta amalgama de cuestiones
solo pretendemos abrir al maximo un
abanico de posibilidades en términos de
responsabilidad. No podemos abordar
aqui el estudio de todas ellas, sino que
Unicamente nos centraremos en la res-
ponsabilidad civil extracontractual por
los dafios ocasionados por una persona
dependiente de la Administracién publi-
ca durante el uso de algin sistema inte-
ligente, descendiendo también al estudio
de la responsabilidad de los particulares
en relacién con los casos de concurrencia
de responsabilidades.

2. REGULACION EXISTENTE

A) En el ambito nacional

El mal funcionamiento o no funciona-
miento de sistemas de inteligencia artifi-
cial puede causar un dafno, en forma de
responsabilidad extracontractual, con-
forme a los arts. 1902 y siguientes del C6-
digo Civil espafiol. A semejanza de nues-
tro art. 1902 CC, en el Derecho francés
(art. 1240 CC)*, en el Derecho italiano
(art. 2043 CC)*, en el Derecho portugués
(art. 483 CC)® y en el Derecho aleman (§

43 «Tout fait quelconque de 'homme, qui cause a
autrui un dommage, oblige celui par la faute duquel
il est arrivé a le réparer».

# «Qualunque fatto doloso o colposo, che cagio-
na ad altri un danno ingiusto, obbliga colui che ha
commesso il fatto a risarcire il danno».

4 «1. Aquele que, com dolo ou mera culpa, violar
ilicitamente o direito de outrem ou qualquer dispo-

823 BGB)*, por citar solo algunos orde-
namientos juridicos europeos, se recoge
como criterio general de imputacién el
de la culpa.

Cuando los danos se producen entre
particulares acudimos a la via civil, pero
¢qué ocurre cuando el dano se causa por
ejemplo por un programador informati-
co o por un ingeniero que trabaja para
la Administraciéon publica en el ambito
de los servicios sociales? En el ambito
privado, como acabamos de decir, en se-
de de responsabilidad extracontractual
acudiriamos a los arts. 1902 y siguientes,
mientras que en el &mbito publico, acu-
dirfamos a la responsabilidad patrimo-
nial de la Administracién publica, pieza
fundamental del Estado de Derecho.

En concreto, segtin el art. 106.2 CE los
particulares tienen derecho a ser indem-
nizados por toda lesiéon que sufran en sus
bienes o derechos, salvo en los casos de
fuerza mayor, siempre que la lesién sea
consecuencia del funcionamiento de los
servicios publicos. A ello habria que ana-
dir que, en sentido parecido, el art. 32 de
la Ley 40/2015, de 1 de octubre, de Régi-
men Juridico del Sector Publico establece
que «1. Los particulares tendran derecho
a ser indemnizados por las Administra-
ciones Publicas correspondientes, de to-
da lesion que sufran en cualquiera de sus
bienes y derechos, siempre que la lesién
sea consecuencia del funcionamiento
normal o anormal de los servicios publi-
cos salvo en los casos de fuerza mayor o
de danos que el particular tenga el deber

sicdo legal destinada a proteger interesses alheios
fica obrigado a indemnizar o lesado pelos danos re-
sultantes da violag@o».

4 «1.Wer vorsitzlich oder fahrlissig das Leben,
den Korper, die Gesundheit, die Freiheit, das Eigen-
tum oder ein sonstiges Recht eines anderen wide-
rrechtlich verletzt, ist dem anderen zum Ersatz des
daraus entstehenden Schadens verpflichtet».
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juridico de soportar de acuerdo con la
Ley (...)».

A tenor de lo anterior, si la Administra-
cion responde del dafio causado a un par-
ticular siempre que sea consecuencia del
funcionamiento normal o anormal de los
servicios publicos, bastaria con que exis-
tiera un dano para que surgiera la obli-
gacién de indemnizar sin mas requisitos
que el de la relacién de causalidad entre el
acto y el dano, siempre y cuando no inter-
fiera en el resultado una fuerza mayor o la
culpa de la victima o de un tercero —esto
dltimo no se recoge de forma expresa en
la ley pero es aceptado por la doctrina—,
siendo solo indemnizables las lesiones
producidas al particular provenientes de
danos que este no tenga el deber juridico
de soportar. Ademas, no seran indemniza-
bles los dafios que se deriven de hechos o
circunstancias que no se hubiesen podido
prever o evitar segtn el estado de los co-
nocimientos de la ciencia o de la técnica
existentes en el momento de la produccién
de aquellos (art. 34 LRJISP). Segtin nues-
tra opinion, esta ultima prevision legal su-
pone una clara reduccién del ambito de
aplicacion de la responsabilidad objetiva
de la Administracién, maxime teniendo
en cuenta la rapidez con que evolucionan
las nuevas tecnologias y las dificultades
para prevenir sus consecuencias nocivas.

Asimismo, los particulares exigiran
directamente a la Administracién publi-
ca correspondiente las indemnizaciones
por los danos y perjuicios causados por
el personal a su servicio, en cuyo caso, la
Administracién, una vez hubiera indem-
nizado a las victimas, exigira de oficio en
via administrativa a dicho personal a su
servicio la responsabilidad en que hubie-
ran incurrido por dolo, o culpa o negli-
gencia graves (art. 36 LRISP).

Por otro lado, si se codemandase a la
Administraciéon con un sujeto particular

(fabricante, programador, importador,
distribuidor, etc.) con quien no tuviera
relaciéon laboral o funcionarial alguna,
debemos senalar que aunque la deroga-
da Ley 30/1992 de 26 de noviembre, de
Régimen Juridico de las Administracio-
nes Publicas y del Procedimiento Admi-
nistrativo Comun supuso un retorno al
sistema de unidad jurisdiccional a favor
de la jurisdiccién contencioso-adminis-
trativa, la escasa claridad de su redac-
cién impidié que se llevara a sus dltimas
consecuencias, lo que si sucedi6 con oca-
sién de su reforma por la Ley 4/1999 de
13 de enero, de modificacion de la Ley
30/1992 (también derogada), junto con
la Ley 29/1998 reguladora de la Jurisdic-
cién Contencioso-administrativa y la Ley
6/1998 de reforma de la Ley Organica
del Poder Judicial, que acabaron con el
llamado «peregrinaje de jurisdicciones»,
prevaleciendo la vis attrativa de la Admi-
nistracién publica. Ello significa que, en
tales casos, el proceso se sustanciaria en
el orden contencioso-administrativo®’.
Lo anterior puede predicarse en torno
a la jurisdiccién aplicable, pero en tales
supuestos de codemanda ¢qué ocurriria
en relacion con el Derecho sustantivo
aplicable? En tanto en cuanto se apruebe
la Propuesta de Directiva, a los codeman-
dados personas fisicas se les aplicaria
unicamente los arts. 1902 y ss. del Codi-
go civil, por lo que un mismo hecho dara

47 Segun el art. 2.e de la Ley 29/1998, de 13 de
julio, reguladora de la Jurisdicciéon Contencioso-ad-
ministrativa: «El orden jurisdiccional contencio-
so-administrativo conocera de las cuestiones que se
susciten en relacién con: e) La responsabilidad patri-
monial de las Administraciones publicas, cualquiera
que sea la naturaleza de la actividad o el tipo de re-
lacion de que derive, no pudiendo ser demandadas
aquellas por este motivo ante los érdenes jurisdiccio-
nales civil o social, aun cuando en la produccion del
dafno concurran con particulares o cuenten con un
seguro de responsabilidad».
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lugar a diferentes responsabilidades, la
de la Administracién seria objetiva, por
via de los arts. 32 y ss LRJISP y la de los
particulares codemandados con la Ad-
ministracién seria subjetiva por mor del
art. 1902 CC. Lo cual no casa del todo
bien con las previsiones de la menciona-
da Propuesta de Directiva donde se con-
templa una responsabilidad por culpa, si
bien sujeta a algunas matizaciones como
veremos después.

Efectivamente, en esta direccién, el
art. 9.4 LOPJ, referido a la jurisdiccion
competente para resolver casos en que
se demande a la Administracién y a suje-
tos particulares, no prejuzga el Derecho
sustantivo aplicable por los jueces de la
jurisdiccién contencioso-administrativa.
A la pretensiéon indemnizatoria dirigida
contra la Administracién se le aplica-
ria el Derecho administrativo, pero con
respecto al particular codemandado no
ocurriria lo mismo, pues su responsabi-
lidad ha de analizarse con el Cédigo ci-
vil, dado que en sede administrativa no
existen normas que le sean aplicables al
sujeto particular. De donde se deriva que
en una misma sentencia no solo se van
a aplicar distintas ramas del Derecho a
cada demandado, sino que, ademas de
ser distintas entre si, regulan de forma
diferente la responsabilidad®, puesto que
en los procesos en los que también se de-
mande a un sujeto particular, los jueces
de lo contencioso administrativo deberan
aplicar el Derecho privado de danos®.

4 Como ya puso de manifiesto GARCIA-TREVIJANO
Garnica, E.: «Ambito de la Jurisdiccién Contencio-
so-administrativa», en Ley de la Jurisdiccion Conten-
cioso Administrativa. Estudio sistemdtico, coord. por
B. Pendas Garcia, Praxis, Barcelona, 1999, pp. 120-
121.

4 Por todos, REBoLLO PuiG, M.: «Via administrati-
va y jurisdiccién competente para declarar la respon-
sabilidad patrimonial de las Administraciones Publi-
cas», Rev. Jur. Andalucia, 1998, nam, 26, p. 1066.

B) En el dmbito europeo

En el ambito de la Unién Europea, si
se aprueba finalmente la Propuesta de
Directiva sobre responsabilidad en mate-
ria de IA, esta sera de aplicacién también
a la Administracién publica, tal y como
se recoge en el apartado 5.1 de su Expo-
sicién de Motivos al sefialar que «Aunque
la presente Directiva no se aplica a la res-
ponsabilidad penal, puede resultar apli-
cable a la responsabilidad del Estado».

En el plano europeo, como avanzaba-
mos al comienzo de este trabajo, en es-
tos momentos nos encontramos en vias
de armonizacién de los Derechos de los
Estados miembros. Con todo, la Propues-
ta de Directiva sobre responsabilidad en
materia de IA es de minimos, lo que sig-
nifica que se puede seguir aplicando la
legislaciéon existente en cada uno de los
veintisiete Estados. Asi, segin el consi-
derando 14 de la mencionada Propuesta
de Directiva, se debe seguir un enfoque
de armonizacién minima, con el objeto
de permitir que los demandantes en ca-
sos de danos causados por sistemas de TA
puedan invocar normas del Derecho na-
cional que sean mas favorables. En este
sentido se establece que «las legislaciones
nacionales podrian, por ejemplo, mante-
ner la inversién de la carga de la prueba
en el contexto de regimenes nacionales
de responsabilidad subjetiva (basada en
la culpa) o de regimenes nacionales de
responsabilidad sin culpa (conocida co-
mo “responsabilidad objetiva”) —de los
que ya existe una gran variedad en las le-
gislaciones nacionales— que puedan re-
sultar de aplicacion a los dafios causados
por sistemas de IA». Como decimos, con
esta Propuesta de Directiva se pretende
lograr una armonizacién en torno a las
reglas de responsabilidad aplicables a la
inteligencia artificial porque a la Unién
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Europea le preocupa que la adaptacion
normativa se lleve a cabo por los propios
Estados. Asimismo, insiste el art. 1.4 de
la Propuesta en que los Estados miem-
bros podran adoptar o mantener normas
nacionales mas favorables para que los
demandantes fundamenten sus deman-
das civiles de responsabilidad extracon-
tractual por dafnos y perjuicios causados
por sistemas de IA pero solo en el caso de
que dichas normas sean compatibles con
el propio Derecho de la Unién Europea.

Cuestién distinta acontecia en la Reso-
lucién del Parlamento Europeo de 20 de
octubre de 2020, con recomendaciones
destinadas a la Comisién sobre un régi-
men de responsabilidad civil en materia
de inteligencia artificial, en cuyo art. 4
se hacia constar que «5. El presente Re-
glamento prevalecera sobre los regime-
nes nacionales de responsabilidad civil
en caso de clasificacion divergente de la
responsabilidad objetiva de los sistemas
de TA». Sin embargo, por las razones ex-
puestas por el propio legislador, ahora se
ha preferido como instrumento legal una
Directiva y entonces se eligié6 hacerlo a
través de un Reglamento.

a) Antecedentes

En solo unos anos, desde el Parlamen-
to Europeo son varios los materiales que
se han publicado en relacién con la res-
ponsabilidad civil en el ambito de la inte-
ligencia artificial. Solo nos referiremos a
algunos de ellos con dnimo de presentar
la evolucién que se ha producido, pues
si en los primeros textos se preveia una
responsabilidad objetiva al menos para
los sistemas de alto riesgo, la Propues-
ta de Directiva actual se hace eco de una
responsabilidad de caracter subjetivo, si
bien se aligera la carga de la prueba.

Las reglas sobre carga de la prueba
comprenden, por una parte, la determi-

nacién del nivel de certidumbre que re-
quiere el juzgador para satisfacer la pre-
tensioén y, por otra, la determinacién de
cual de las partes ha de aportar las prue-
bas para alcanzar dicho nivel, de manera
que si la parte sobre la que recae la carga
de la prueba no cumpliera con ello, reci-
biria una decisién judicial adversa sobre
el fondo del asunto. De ahi que la carga
de la prueba seria una regla de decision
o de juicio que permitiria al juez resolver
la controversia en favor de quien no esta
sometido a ella, en caso de que la prueba
aportada no fuera concluyente®.

En el contexto de los danos deriva-
dos de sistemas de inteligencia artificial
se puede optar por seguir aplicando las
instituciones juridicas tradicionales con
alguna adaptacién —que es lo que esta
ocurriendo ahora mismo— o crear ex
novo una normativa ad hoc para dar res-
puesta a estos supuestos.

A este respecto vamos a sefialar, en pri-
mer lugar, algunas notas en torno a la Re-
solucién del Parlamento Europeo, de 16
de febrero de 2017, con recomendaciones
destinadas a la Comisién sobre normas
de Derecho civil sobre Robdtica, asi co-
mo también en relacién con la Propuesta
de Reglamento de 20 de octubre de 2020.

La Resolucién de 16 de febrero de 2017
senala que, a efectos de la trazabilidad y
para facilitar la aplicacién de nuevas reco-
mendaciones, cabe introducir un sistema
de registro de robots avanzados, creando
un nimero de matricula individual que fi-
gure en un registro especifico de la Unién
que asegure la asociacion entre el robot y
el fondo del que depende y que permita
que cualquier persona que interacttie con
el robot esté al corriente de la naturaleza
del fondo, los limites de su responsabili-

50 GomEz PoMag, F.: «Carga de la prueba y respon-
sabilidad objetiva», InDret, nam. 1, 2001, p. 5.
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dad en caso de dafios materiales, los nom-
bres y las funciones de los participantes
y otros datos pertinentes (Principio 59.e).

Sin embargo, en el actual marco juridi-
co, los robots inteligentes no pueden ser
considerados responsables de los actos u
omisiones que causan danos a terceros,
pues no pueden ser equiparados a las
personas®'. Una vez descartada su posi-
ble consideracién como personas fisicas
se plantean dudas acerca de si pertene-
cen a alguna de las categorias juridicas
ya existentes (personas juridicas, anima-
les u objetos) o si debe crearse una nueva
categoria con sus propias caracteristicas
juridicas®?. Efectivamente, ha habido al-
gun intento de aplicar el régimen de la
responsabilidad por dafios causados por
los animales (que, sin embargo, ha sido
desechado por la doctrina)??, o por hecho
ajeno. En este ultimo caso, solo cuando
se les atribuyese personalidad o se les in-
cluyese en la categoria de sujetos de dere-
chos —siquiera como una ficcién—, po-
dria entenderse por analogia, aunque no
existiera auténtica identidad de razén, la
responsabilidad por hecho ajeno, donde
el dependiente o auxiliar serfa el sistema
de TA completamente auténomo’*.

51 Por todos, SaNTos GonzALEzZ, M. J.: «Regulacion
legal de la robética y la inteligencia artificial: retos
del futuro», Revista Juridica de la Universidad de
Ledn, num. 4, 2017, p. 37, 40-42.

2 SanTos GoNzALEz, M. J.: op. cit., p. 39.

53 Asi, TorRRE DE SiivA Y LOPEZ DE LETONA, J.: «Res-
ponsabilidad por dafios causados por sistemas de In-
teligencia Artificial», Derecho Digital e Innovacion.
Digital Law and Innovation Review, nam. 11, 2022,
p. 14, HerNANDEZ EsTEBAN, E.: «Inteligencia artificial
y vehiculos auténomos: el régimen de la responsa-
bilidad civil ante los nuevos retos tecnolégicos», en
Revista Aranzadi de Derecho y Nuevas Tecnologias,
num. 48, 2018; Santos GonzALez, M. J.: op. cit., p. 42.

54 En este sentido, Navas NAvARRO, S.: Dafios oca-
sionados por sistemas de inteligencia artificial. Espe-
cial atencion a su futura regulacion, Comares, Grana-
da, 2022, pp. 61-62.

De ahi que en esa Resolucién se in-
trodujera la idea de una nueva figura
juridica intermedia entre las cosas y las
personas fisicas y se propusiera, aunque
sin demasiado éxito, el término «perso-
na electrénica», al senalar en su princi-
pio 59.f) la posibilidad de «crear a largo
plazo una personalidad juridica especifi-
ca para los robots, de forma que como
minimo los robots auténomos mas com-
plejos puedan ser considerados personas
electrénicas responsables de reparar los
danos que puedan causar, y posiblemen-
te aplicar la personalidad electrénica a
aquellos supuestos en los que los robots
tomen decisiones auténomas inteligentes
o interactuien con terceros de forma inde-
pendiente»>>.

La misma autora advierte que no existe una ver-
dadera identidad de razén cuando el sistema de IA
actia de forma auténoma alejandose de las instruc-
ciones recibidas. Con todo, que el principal asuma
las consecuencias derivadas puede ser un incentivo
para que ejerza un mayor control en la medida en
que se encuentra en una mejor situacion para esta-
blecer mecanismos de control.

En sentido similar, aun con ciertas matizaciones,
M. L. AtiENza NAVARRO sefiala que mientras que no
se atribuya personalidad juridica a los sistemas de
inteligencia artificial no podra aplicarse el régimen
de responsabilidad por hecho ajeno sino el de da-
fios causados por las cosas, vid. Dasios causados por
inteligencia artificial y responsabilidad civil, Atelier,
Barcelona, 2022, p. 228.

Interesante reflexion realiza S. Diaz ALABART al se-
nialar que no parece muy util crear una personalidad
juridica de los robots, a efectos de responsabilidad
civil, ya que no resulta éticamente conveniente que
sean totalmente auténomos y acttien sin ningtn tipo
de control humano, ademas de que carecerian de pa-
trimonio y no resulta convincente tener que acudir a
seguros obligatorios y fondos de compensacion, vid.
Robots y responsabilidad civil, Reus, Madrid, 2018,
p. 124,

5 En relacién con la denominaciéon «persona
electrénica» que se proponia en la Unién Europea,
en EEUU se prefiere la expresion «persona artificial»,
que parece mas adecuada porque aqui hablamos
de inteligencia artificial y la mayoria de los robots
existentes son electrénicos pero no inteligentes. No
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En relacién con la responsabilidad ci-
vil de los robots y de los sistemas la inteli-
gencia artificial se apunta la conveniencia
de que el futuro instrumento legislativo
parta de una evaluacion realizada por la
Comisién que defina si debe aplicarse el
enfoque de la responsabilidad objetiva
(donde solo hay que probar el dafio y la
existencia de un nexo causal entre el fun-
cionamiento perjudicial del robot y el da-
no), o el de la gestién de riesgos (que no
se centraria en la persona que actué de
manera negligente como personalmen-
te responsable, sino en la persona capaz
de minimizar los riesgos y gestionar el
impacto negativo), con la obligacién del
productor de contratar un seguro obli-
gatorio para los robots auténomos que
fabricase, y un fondo para garantizar la
compensacion de los danos y perjuicios
en los supuestos en los que no exista una
cobertura de seguro.

Por otro lado, en segundo lugar, en la
Propuesta de Reglamento del Parlamen-
to Europeo y del Consejo relativa a la res-
ponsabilidad civil por el funcionamiento
de los sistemas de inteligencia artificial
(Resolucion del Parlamento Europeo, de
20 de octubre de 2020, con recomenda-
ciones destinadas a la Comisién sobre
un régimen de responsabilidad civil en
materia de inteligencia artificial) se esta-
blece que si bien la gran mayoria de los
sistemas de IA se utiliza para efectuar ta-
reas triviales, «existen también sistemas
de TA que se desarrollan y despliegan de

obstante, el término «persona», parece un término
adecuado, pues el robot es tecnologia independiente
de la persona y parte de la configuracién de la res-
ponsabilidad se realiza en torno a la categoria juridi-
ca de cosa, si bien parece que lo que se pretende con
esta terminologia es destacar que se configura como
un sujeto moral con derechos y obligaciones y que
se regula de esa forma por mantener capacidades
similares a las de las personas, asi SANTOS GONZALEZ,
M. J.: op. cit., p. 43.

manera critica y se basan en tecnologias
como redes neuronales y procesos de
aprendizaje profundo», en cuyo caso su
opacidad y autonomia podrian dificultar
la determinacién de los responsables de
eventuales dafios.

Es por ello que ya en esta Propuesta
se diferenciaba entre los sistemas que
denomina de «alto riesgo» (para los que
se remite a un anexo que en realidad no
figura en el texto, por lo que en todo caso
habria que aplicar el anexo de la Resolu-
cién del Parlamento Europeo, de 20 de
octubre de 2020, con recomendaciones
destinadas a la Comisién sobre un mar-
co de los aspectos éticos de la inteligen-
cia artificial, la robética y las tecnologias
conexas) y los restantes. Mientras que a
los primeros se les aplica el régimen de
responsabilidad objetiva (art. 4)%, a los
restantes, los de bajo riesgo, se les aplica
un régimen reforzado de responsabilidad
por culpa presunta (reforzado porque se
invierte la carga de la prueba, pero no se
permite cualquier prueba en contrario,
sino solo cuando se cumpla alguno de los
dos motivos previstos en el art. 8.2 de la
Propuesta)>’.

%6 Segun su art. 4 «1. El operador de un sistema
de TIA de alto riesgo sera objetivamente responsable
de cualquier dafio o perjuicio causado por una ac-
tividad fisica o virtual, un dispositivo o un proceso
gobernado por dicho sistema de IA». Ese mismo ar-
ticulo prevé que «3. Los operadores de un sistema de
TIA de alto riesgo no podrén eludir su responsabilidad
civil alegando que actuaron con la diligencia debi-
da o que el dano o perjuicio fue causado por una
actividad, un dispositivo o un proceso auténomos
gobernados por su sistema de IA. Los operadores
no seran responsables si el dafio o perjuicio ha sido
provocado por un caso de fuerza mayor», y continda
sefialando que «4. El operador final de un sistema de
IA de alto riesgo garantizara que las operaciones de
dicho sistema de IA estén cubiertas por un seguro de
responsabilidad civil adecuado (...)».

57 Articulo 8. Responsabilidad subjetiva para
otros sistemas de IA «1. El operador de un sistema
de TA que no constituya un sistema de IA de alto
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En los supuestos de responsabilidad
objetiva se determina el operador res-
ponsable (ya sea el operador inicial que
define las caracteristicas del sistema o el
operador final que se beneficia de él; y
si hay varios, responden solidariamen-
te), donde resalta la idea de que ejerza
un grado de control sobre el riesgo®. Esa
responsabilidad objetiva viene acompa-
fiada de la obligacién por parte del ope-
rador inicial y del operador final de sus-
cribir un seguro de responsabilidad civil,
asi como también de una limitacién en

riesgo (...) estard sujeto a responsabilidad subjetiva
respecto de todo dafno o perjuicio causado por una
actividad fisica o virtual, un dispositivo o un proce-
so gobernados por el sistema de IA. 2.El operador
no sera responsable si puede demostrar que no tuvo
culpa en el dafio o perjuicio causado, basandose en
uno de los siguientes motivos:

a) el sistema de IA se activo sin su conocimiento,
al tiempo que se tomaron todas las medidas razona-
bles y necesarias para evitar dicha activacion fuera
del control del operador, o

b) se observé la diligencia debida a través de la
realizacion de las siguientes acciones: la seleccion
de un sistema de TA adecuado para las tareas y las
capacidades pertinentes, la correcta puesta en fun-
cionamiento del sistema de IA, el control de las acti-
vidades y el mantenimiento de la fiabilidad operativa
mediante la instalacién periédica de todas las actua-
lizaciones disponibles».

No compartimos la interpretaciéon que realiza
M.L. Atienza Navarro al entender que ambos mo-
tivos han de entenderse de forma cumulativa, sino
que nos decantamos por una interpretacién literal
del precepto, op. cit., p. 310.

8 En el art. 3.g de la citada Propuesta se define
«control» como: «toda accién de un operador que
influya en el funcionamiento de un sistema de IA
y, por consiguiente, la medida en que el operador
expone a terceros a los potenciales riesgos asociados
a la operacion y al funcionamiento del sistema de
TA; esa accién puede afectar al funcionamiento en
cualquier fase al determinar la entrada, la salida o
resultados o pueden cambiar funciones o procesos
especificos dentro del sistema de IA; el grado en que
estos aspectos del funcionamiento del sistema de TA
estan determinados por la accién depende del nivel
de influencia que el operador tenga sobre el riesgo
relacionado con la operacién y el funcionamiento
del sistema de TA».

relacion con las cuantias indemnizato-
rias (art. 5).

A pesar de que finalmente esta Pro-
puesta de Reglamento tampoco ha
prosperado, resulta loable el temple de
instaurar un criterio objetivo de respon-
sabilidad para las tecnologias de alto ries-
go y mantener un sistema subjetivo para
los supuestos de baja incidencia®. No en
vano, los sistemas de IA se deben catalo-
gar en funcién del riesgo real y efectivo
que generen y en atencién a ciertas re-
glas como la actuacion en vias publicas,
el contacto con personas y, en su caso, el
namero de posibles afectados, el tipo de
datos que maneje o la relevancia de los
derechos que pueda conculcar®.

A ello habria que afiadir que en el
acuerdo provisional sobre el que final-
mente ha sido el primer Reglamento de
Inteligencia Artificial (IA) para crear pri-
mer marco regulador de la UE para la
IA, adoptado en diciembre de 2023 por
el Consejo y el Parlamento Europeo (que
tiene su origen en la propuesta de la Co-
mision Europea del 2021) subyace la idea
de regular la TA prestando atencién a su

59 PLATERO ALARCON, A.: «Breves notas sobre el ré-
gimen de responsabilidad civil derivado de los sis-
temas de inteligencia artificial: especial referencia
al algoritmo de recomendaciones de Netflix», lus et
Scientia, 2021, vol. 7, num. 1, p. 141.

No se puede predicar lo mismo con respecto a
los dafios generados por dispositivos inteligentes que
son capaces de tomar decisiones auténomas que es-
capan del control de los distintos agentes que han
participado en su fabricacién y desarrollo, por todos
Ortiz FERNANDEZ M.: «Inteligencia artificial y respon-
sabilidad civil desde el prisma de la Unién Europea:
consideraciones acerca de la norma aplicable», en
Proteccion Civil de los derechos en el entorno digital,
Coleccién Cuadernos digitales. Derecho y nuevas
tecnologias, nam. 6, Aranzadi, Thomson Reuters,
Navarra, 2022, p. 117.

¢ Con suma claridad asi lo recoge OrTIZ FERNAN-
pEZ, M.: La responsabilidad civil derivada de los davios
causados por sistemas inteligentes y su aseguramien-
to, Dykinson, Madrid, 2021, p. 97.
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capacidad de causar dafo a la sociedad,
de modo que cuanto mayor sea el riesgo
potencial, mas estrictas seran las reglas,
tal y como recoge finalmente dicho Re-
glamento tras haber sido aprobado el 14
de marzo de 2024.

b) La Propuesta de Directiva sobre
responsabilidad civil en materia de IA

Una vez trazadas las grandes lineas de
lo que seria la evolucion de la considera-
cién de la responsabilidad civil derivada
de los danos ocasionados por sistemas
de inteligencia artificial, la situacién ac-
tual se corresponde con la existencia de
la Propuesta de Directiva del Parlamento
Europeo y del Consejo relativa a la adap-
tacion de las nomas de responsabilidad
civil extracontractual a la inteligencia ar-
tificial (Directiva sobre responsabilidad
en materia de IA) y la recién aprobada
Directiva del Parlamento Europeo y del
Consejo sobre responsabilidad por los da-
fios causados por productos defectuosos.

La nueva Directiva de productos de-
fectuosos se aplica cuando existe un «de-
fecto» en el producto, lo cual ha de ser
probado por el perjudicado. Un robot es
un producto al igual que también lo es un
software que se introduce en una estruc-
tura, puesto que ni en el TRLGDCU, ni en
la Directiva 85/374/CEE, ni tampoco en
la nueva Directiva sobre responsabilidad
por los dafios causados por productos de-
fectuosos, se exige que el producto deba
ser corporal®!.

A este respecto solo indicaremos, tni-
camente por completar el marco legal al

81 Por todos, Diaz ALaBARrT, S.: op. cit., pp. 100-
101; MonTERROSO Casapo, E.: «Repercusiones de la
inteligencia artificial en el ambito de la responsabi-
lidad civil», Revista de responsabilidad civil, circula-
cion y seguro, 2019, nim. 11, p. 12; Casabpesus RipoLL,
P.: op. cit., pp. 358-359.

que nos estamos refiriendo, que tanto la
Directiva 85/374/CEE del Consejo, de 25
de julio de 1985, como la nueva Directiva,
solo cubren los danos ocasionados por
los defectos de fabricacién de un robot
a condicién de que el perjudicado pueda
demostrar el dano real, el defecto del pro-
ducto y la relacién de causa a efecto entre
el defecto y el dafio (responsabilidad obje-
tiva). El régimen de responsabilidad por
productos se excluye, entre otras causas,
si se prueba que «el estado de los conoci-
mientos cientificos y técnicos existentes
en el momento de la introduccién en el
mercado, puesto en circulacién o en el
periodo en que el producto estaba bajo el
control del fabricante no permitia apre-
ciar la existencia del defecto» (art. 7.e de
la Directiva 85/374/CEE y art. 10.1.e de
la nueva Directiva). Ello puede ser razo-
nable en algunas circunstancias, pero po-
dria dar lugar a que no respondiera nadie
por los danos y perjuicios causados por
sistemas de inteligencia artificial de alto
riesgo. Parece que una responsabilidad
objetiva, sin posible prueba en contrario,
sea preferible al menos en los sistemas
que producen un alto riesgo, pues cuan-
do el estado de los conocimientos cienti-
ficos o técnicos sea insuficiente, y pese a
ello el producto se introduce en el merca-
do en contra del principio de prudencia,
quien lo hace se estara beneficiando de
una situacion de peligro en la que coloca
a otras personas®?,

02 En este sentido, TORRE DE Siva Y LOPEZ DE LE-
TONA, J.: op. cit, p. 9.

Como bien matiza F. PENA LOPEZ, es importante
tener en cuenta que mas que de dos realidades dis-
tintas (los regimenes objetivos y los de responsabi-
lidad subjetiva), entre la nocién de responsabilidad
por culpa y la idea de responsabilidad objetiva existe
una secuencia gradual de regimenes de responsabi-
lidad que se podria situar en una recta imaginaria,
atendiendo a su mayor o menor proximidad a uno
u otro titulo ideal de atribucién de responsabilidad.
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Mas bien nos centraremos aqui, en la
Propuesta de Directiva sobre responsabi-
lidad en materia de IA, también de 28 de
septiembre 2022, con base en la cual se
puede reclamar el dafio causado si existe
culpa, si bien se podria reclamar a la vez
la responsabilidad objetiva del fabricante
si dicho sistema tenia algtin defecto de
fabricacién con arreglo a la Directiva re-
ferida a los productos defectuosos.

La regla general de la que debemos
partir siempre es el deber de neminem
laedere, es decir, no causar dafio a nadie,
salvo que ese dano esté amparado en un
derecho subjetivo y se actie dentro de
los limites de este. De modo que, si se
incumple ese deber y se causa dafio a un
tercero, habra que responder frente a ese
perjudicado y, a tal fin, en esta Propuesta
de Directiva se recoge una responsabili-
dad subjetiva o por culpa, a tenor de la
cual la persona que cree el sistema de IA,
la persona que lo mantenga, o la que lo
controle o interfiera en él debera ser res-
ponsable del dafio que pudiera causar.

Las nuevas tecnologias comportan que
se tenga que dirimir quién ha de soportar
el dano provocado por sistemas de inte-
ligencia artificial, puesto que muchas ve-
ces no hay culpa por parte del agente u
operador o, de haberla, resulta muy difi-
cil probarla debido al funcionamiento de
los mismos. Ante el dilema de si la activi-

Asi, nos encontramos con regimenes de responsabili-
dad por culpa con inversion de la carga de la prueba,
con regimenes de culpas objetivadas, y de regime-
nes de supuesta responsabilidad objetiva en los que
la culpa o algunos elementos del concepto de culpa
se han colado de manera més o menos intensa, vid.
«Estructura del nuevo sistema de responsabilidad ci-
vil por dafios derivados del uso de la inteligencia arti-
ficial. Analisis de los principales problemas relativos
a los criterios de imputacién de responsabilidad», en
XXIII Congreso Nacional sobre responsabilidad civil
y seguro, dir. J. L6épez y Garcia de la Serrana, A Co-
rufia, noviembre, 2023, Sepin, Madrid, 2023, p. 69.

dad en cuestién deberia prohibirse o ser
resarcidos los dafios ocasionados, la res-
puesta seria que los beneficios que se de-
rivan de la inteligencia artificial sin duda
conducen a resarcir los danos a través de
un criterio de imputaciéon adecuado. De
donde surge el segundo dilema, que seria
el de saber si nos inclinamos por una res-
ponsabilidad subjetiva u objetiva.

Si tradicionalmente nuestro Derecho
de dafnos, como hemos recordado, se ri-
ge por el principio de la culpa, en mate-
ria de responsabilidad derivada de siste-
mas inteligentes, el Derecho europeo ha
evolucionado desde una responsabilidad
objetiva para los sistemas de alto riesgo
(v subjetiva para el resto) a una respon-
sabilidad general subjetiva, que es la que
se recoge en la actual Propuesta de Direc-
tiva sobre responsabilidad en materia de
IA, a diferencia de lo que habia aconteci-
do hasta ahora. En cualquier caso, para
que podamos hablar de responsabilidad
civil extracontractual han de concurrir
los elementos necesarios para ello.

Sin embargo, en la responsabilidad
objetiva el dafno no se le atribuye a una
persona en funcién de su participacion
culposa sino en virtud de criterios deriva-
dos del riesgo asociado a la fabricacién,
programacion, etc. del sistema inteli-
gente. En la responsabilidad obijetiva se
aplica el principio ubi emolumentum, ibi
onus, es decir, quien se beneficia de una
actividad debe soportar los dafios causa-
dos. Las propias caracteristicas de los sis-
temas de IA nos llevan a pensar que quiza
la responsabilidad objetiva presente me-
jores opciones para los perjudicados que
la responsabilidad por culpa, entre otras,
por razones de seguridad juridica. Asi,
el criterio de la responsabilidad objetiva
presenta la ventaja de que para el ope-
rador de un sistema inteligente, desde el
principio quedaria fijado bajo qué requi-
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sitos y dentro de qué limites puede surgir
su responsabilidad®3.

La responsabilidad subjetiva que se re-
coge en la Propuesta de Directiva sobre
responsabilidad civil en materia de IA
conlleva, como caracteristica especifica,
que el demandante tenga que demostrar
que es culpa del demandado que un siste-
ma de inteligencia artificial le haya causa-
do un dano en aras de poder obtener una
indemnizacioén, previendo ademas esta
Propuesta que la carga de la prueba pue-
da aligerarse si se cumplen determinados
requisitos®. En concreto, en estos casos
el perjudicado habria de probar la culpa y
el dafio, mientras que se presume la rela-
cién causal entre la actuacién culposa y el
dafio, ya que seria muy dificil probar ese
nexo de causalidad en estos casos, basi-
camente por la falta de transparencia que
caracteriza al procedimiento de toma de
decisiones por parte de los algoritmos.

En el caso de la responsabilidad patri-
monial de la Administracién por actua-
ciones decisorias automatizadas ya veia-
mos que esta concurrira cuando exista
un nexo causal y el perjudicado no tenga
el deber juridico de soportar el dafio o
perjuicio (a cuyo efecto sera relevante el
estado de la ciencia y de la técnica). A
diferencia de lo que se recoge en la Pro-
puesta de Directiva sobre responsabi-
lidad civil en materia de IA, en nuestro
ordenamiento juridico esa responsabili-

0 EBERs, M.: «La utilizaciéon de agentes electro-
nicos inteligentes en el trafico juridico: Necesitamos
reglas especiales en el Derecho de la responsabilidad
civil», InDret, num. 3, 2016, p. 15.

64 Particularmente preferimos emplear otros
verbos en lugar de «aligerar» (hacer ligero o menos
pesado) o «aliviar» (quitar a alguien o algo parte del
peso que sobre él o ello carga), que son los que se uti-
lizan en la traduccién al espafiol de la Propuesta de
Directiva, como por ejemplo moderar, facilitar, ate-
nuar, aminorar o simplemente reducir o disminuir la
carga de la prueba.

dad es objetiva, por lo que entendemos
que, una vez aprobada la Directiva, al ser
de minimos, se podria acudir a la Ley
40/2015, de Régimen Juridico del Sector
Puablico aplicando ademas la presuncién
del nexo de causalidad prevista en dicha
Propuesta de Directiva cuando se cum-
plan las condiciones legales. Como sefia-
labamos antes, cierto es que en el art. 1.4
de la Propuesta se advierte que los de-
mandantes de los Estados miembros po-
dran acudir a sus normas mas favorables
de responsabilidad civil extracontractual
para fundamentar sus demandas por los
dafios y perjuicios causados por sistemas
de TA, pero solo cuando dichas normas
sean compatibles con el Derecho de la
Unién. ¢Es compatible el criterio de im-
putacién objetiva previsto en nuestra Ley
de Régimen Juridico del Sector Publico
para la responsabilidad patrimonial de la
Administracién con el criterio subjetivo
que prevé la Propuesta de Directiva? Te-
niendo en cuenta que el criterio que se
recoge en la Propuesta no es un criterio
subjetivo puro, sino que tiende hacia la
objetivacién, parece que no habria nin-
gun problema, pese a los desajustes inter-
pretativos que pudiera generar®.

Y es que precisamente como conse-
cuencia de las caracteristicas de los sis-
temas de IA fuerte, como la opacidad,
comportamiento auténomo, complejidad
y falta de previsibilidad®®, asi como tam-

% En este sentido sefala F. PENA LOPEZ que en
nuestro ordenamiento juridico cualquier régimen
de responsabilidad objetiva que pudiera resultar de
aplicacion a los dafos causados por una IA podra ser
utilizado por los perjudicados para ver resarcido el
dafio sufrido, op. cit., p. 89.

% Informe de la Comisiéon al Parlamento Eu-
ropeo, al Consejo y al Comité Econémico y Social
Europeo, «Informe sobre las repercusiones en materia
de seguridad y responsabilidad civil de la inteligencia
artificial, el internet de las cosas y la robética», Bru-
selas, 19/2/2020.
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bién que la IA implica multiples compo-
nentes, partes o sistemas y variedad de
agentes®, las normas de responsabilidad
civil existentes en nuestro ordenamien-
to juridico interno y en la Propuesta de
Directiva, en concreto la responsabilidad
subjetiva, puede que no sean suficientes
en estos supuestos y haya que pensar en
una responsabilidad objetiva con seguro
obligatorio de responsabilidad civil®®, que
si se reconoce en la nueva Directiva sobre
responsabilidad por los dafios causados
por productos defectuosos®®. Es sobre
todo la propia imprevisibilidad del com-
portamiento de estos sistemas lo que nos
hace pensar que el criterio tradicional de
la culpa no encaja bien al ser muy dificil,
por no decir imposible, ante la actuacién
auténoma de dichos sistemas, atribuir
responsabilidades por culpa e identificar
al responsable entre todos los agentes
que han podido intervenir™.

67 Ello ocurrira por ejemplo si el perjudicado tu-
viera que demostrar que un dato de entrada, bajo
responsabilidad del potencialmente responsable ha
generado una informacién de salida en un sistema
de IA y le ha producido un dafio, Asi, Gi. MEMBRADO,
C.: «<En el horizonte. La Directiva de responsabilidad
extracontractual en materia de TA», en Derecho y me-
dicina: desafios tecnoldgicos y cientificos, coord. por
C. Gil Membrado, Dykinson, Madrid, 2023, p. 114.

% En el mismo sentido, Tapia HERMIDA, A. J.: «La
responsabilidad civil derivada del uso de la inteligen-
cia artificial y su aseguramiento», Revista de la Aso-
ciacion Espariola de Abogados Especializados en Res-
ponsabilidad Civil y Seguro, nam. 76, 2020, p. 103.

% Como bien sustenta S. Navas NAVARRO, Nno se
acaba de entender que el estandar sea diferente
cuando los dafios que puede llegar a ocasionar un
sistema de IA pueden ser tanto o mas relevantes que
los que ocasione un producto que presenta un de-
fecto, vid. «Régimen europeo en ciernes en materia
de responsabilidad derivada de los Sistemas de In-
teligencia Artificial», Revista CESCO de Derecho de
Consumo, num. 44, 2022, p. 65, disponible en https://
doi.org/10.18239/RCDC_2022.44.3239 (consulta de
3/01/2024).

0 En el mismo sentido, MaARTIN Casars, M.: «La
regulacién de la responsabilidad extracontractual

Por idénticas razones resulta muy
complicado —practicamente una tarea
imposible— para el perjudicado asu-
mir en esas circunstancias la carga de
la prueba’, lo que ha provocado que el
legislador emplee instrumentos juridicos
para hacerlo mas llevadero y favorecer
con ello al perjudicado. De ahi que la
Propuesta de Directiva sobre responsabi-
lidad civil en materia de IA intente aliviar
la carga de la prueba, pero més bien poco
y forzando el régimen de la responsabili-
dad por culpa que conocen los sistemas
juridicos internos para evitar acudir al
régimen de responsabilidad objetiva.

Es en el art. 4.1 de la mencionada Pro-
puesta donde se recoge una presuncion
refutable de relacién de causalidad entre
la culpa del demandado y los resultados
producidos o la no produccién de resul-
tados por un sistema de IA”3, siempre y
cuando se cumplan tres condiciones: 1)
que el demandante demuestre o el 6rga-
no jurisdiccional suponga (de acuerdo
con el art. 3.5.) la culpa del demandado
o de una persona de cuyo comportamien-
to sea responsable el demandado, consis-
tente en el incumplimiento de un deber
de diligencia; 2) que pueda considerarse
«razonablemente probable» que la culpa
ha influido en el resultado que produce el

por dafios causados por sistemas de inteligencia ar-
tificial (IA) mediante dos propuestas de directiva»,
Revista de Responsabilidad Civil, Circulacion y Segu-
ro, num. 1, 2023, p. 6; MonJE BaLMmASEDA, O.: op. cit.,
p- 258.

71 CastiLLo Cawin, J. M.: op. cit., p. 276.

2 Navas NavArRrO, S.: «Régimen europeo en cier-
nes...», cit., p. 39.

73 Sin embargo, esa presuncién no se aplicara
en los casos de demandas por dafios y perjuicios re-
lacionadas con sistemas de IA de alto riesgo, si el
demandado demuestra que el demandante podia
acceder razonablemente a pruebas y conocimientos
especializados suficientes para demostrar el nexo
causal (art. 4.4 de la Propuesta de Directiva sobre
responsabilidad en materia de IA).
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sistema de IA; 3) que el demandante haya
demostrado que la informacién de salida
producida o la no produccién de una in-
formacion de salida fue lo que causoé el
dano por el sistema de IA.

No basta, pues, con que se demuestre
la culpa del demandado y el dano, sino
que ha de considerarse de una manera
«razonablemente probable» que la culpa
ha influido en el dano, con lo que parece
que el legislador otorga y priva al mis-
mo tiempo. Primero pretende convencer-
nos de que la presuncion de la relacién
de causalidad ayudara al perjudicado
en aras de obtener una indemnizacion y
después, con esa probabilidad razonable
que introduce, maquilla la presuncion,
de modo que esa razonabilidad puede
dar lugar a que los 6rganos jurisdiccio-
nales no tengan suficiente informacién
y, por tanto, falte esa condicién y como
consecuencia de ello no entre en juego la
aplicacién de dicha presuncién’.

En este sentido la Propuesta de Direc-
tiva es contundente al senalar que «Ade-
mas, de entre los diversos instrumentos
disponibles en la legislacién nacional
para aliviar la carga de la prueba (como,
responsabilidad objetiva, inversiéon de
la carga de la prueba o atenuacion de la
carga de la prueba en forma de presun-
ciones irrefutables o refutables (absolu-
tas o relativas), la presente Propuesta ha
optado por recurrir a las presunciones
legales refutables (iuris tantum) por ser
esta la herramienta menos intervencio-
nista’. Este tipo de presunciones, que se

7 Acertadamente se pregunta R. EVANGELIO LLOR-
ca si en este caso pesa sobre el demandante la carga
de acreditar la probabilidad razonable, inclinandose
por creer que ha de optarse por la respuesta negati-
va (sin perjuicio de que al demandante le interesara
intentar acreditarlo), op. cit.

75 MoNTESQUIEU, L'Esprit des lois, (Euvres com-
pletes, Edition Edouard Laboulaye Garnier Fréres,

encuentra con frecuencia en los sistemas
nacionales de responsabilidad, permiten
ponderar los intereses de demandantes y
demandados. Al mismo tiempo, estan di-
sefiadas para incentivar el cumplimiento
de las obligaciones de diligencia en vi-
gor establecidas a escala nacional o de la
Unién. La Propuesta no conduce a una
inversiéon de la carga de la prueba para
evitar exponer a los proveedores, opera-
dores y usuarios de sistemas de IA a ma-
yores riesgos de responsabilidad civil, lo
cual podria obstaculizar la innovacién y
reducir la adopcién de productos y servi-
cios basados en la TA».

Pues bien, a ello hay que anadir que,
aun cuando se dieran las tres condicio-
nes previstas en el art. 4.1 de la Propuesta
de Directiva (basicamente, que el deman-
dante demuestre la culpa del demandado,
que pueda considerarse razonablemente
probable que la culpa ha influido en los
resultados y que el demandante haya de-
mostrado también que la informacién de
salida o la no produccién de la misma
es la causa del dano), la presuncién de
causalidad no se aplicaria en todo caso,
sino solo para los dafios causados por sis-
temas de alto riesgo, que son los mencio-
nados en el art. 6 de la Ley de Inteligencia
Artificial.

Conviene afiadir, que segun el art. 4.2
de la Propuesta de Directiva, cuando la
demanda se dirija contra un proveedor
de un sistema de IA de alto riesgo, la
condicién referida a que el demandante
haya demostrado o el 6rgano jurisdiccio-

1875, pp. 1189-1190 «En fait de présomption, ce-
lle de la loi vaut mieux que celle de 'homme. (....)
Lorsque le juge présume, les jugements devien-
nent arbitraires; lorsque la loi présume, elle donne
au juge une regle fixe», disponible en https://ww2.
ac-poitiers.fr/philosophie/sites/philosophie/IMG/pdf/
montesquieu_-_04_1_esprit_des_lois.pdf (consulta de
10/01/2024).
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nal haya supuesto la culpa del demanda-
do consistente en el incumplimiento de
un deber de diligencia, solo se cumplira
en algunos casos. Nétese que, en reali-
dad, el art. 4.2 se remite a la condicién
del apartado 1, letra a), (se entiende que
del propio articulo), si bien criticamos la
técnica empleada por el legislador euro-
peo con continuas remisiones a aparta-
dos del texto y construcciones que inclu-
yen una doble negacién, lo que dificulta
sobremanera la comprension y claridad
del mismo)¢. Ello significa que solo se
entendera que el demandante ha podido
probar la culpa del demandado cuando

6 De nuevo aqui nos parece desacertada la téc-
nica que utiliza el legislador. En términos lingiiis-
ticos, la doble negacién o presencia de dos o mas
elementos con valor de negacién en una frase —en
el art. 4.2 se refiere al «<incumplimiento» cuando, por
ejemplo, el sistema «no» ha sido disefado (...)—, en
algunas lenguas equivale a una afirmacién. No es el
caso de nuestro idioma, ni tampoco del inglés o el
francés, donde dos negaciones incluso refuerzan la
negacion, si bien es cierto que el resultado suele ser
el de una construccién poco clara que puede suscitar
indeseables dudas.

Ya Joverranos sefialaba «Prescindamos por un
momento de la materia de las leyes, y hablando solo
de su forma, ¢quién es el hombre que pueda lison-
jearse de que sabe hablar el idioma que les conviene;
el idioma de estas leyes, que deben hablar con preci-
sién y claridad 4 los que rodean el trono y 4 los que
estan escondidos en las cabafias; de estas leyes que
deben ser entendidas del que ha consagrado toda su
vida & la indagacion de la sabiduria y del que ape-
nas tiene otra idea que la de su existencia; de estas
leyes, que deben servir de norte al navegante en los
mas remotos climas de la tierra, y de luz al labrador
en el retiro de su alqueria; (...) que deben hablar en
palabras llanas é paladinas, para que todo home las
pueda entender € retener (...)», asi, JovELLANOS, G.M,
«Sobre la necesidad del estudio de la lengua para
comprender el espiritu de la legislacién», Discurso
leido en su entrada en la Real Academia Espafiola
en 1793, en Obras de Jovellanos I, XLVI, Coleccién
hecha e ilustrada por D. Candido Nocedal, Biblioteca
de Autores Espafioles, ed. M. Rivadeneyra, Madrid,
1858, p. 301, disponible en https://bdh-rd.bne.es/
viewer.vm?id=0000195497&page=359 (consulta de
28/01/2024).

pruebe que ha incumplido alguna de las
siguientes condiciones: a) que el sistema
de IA utiliza técnicas que implican entre-
namiento de modelos con datos y que no
se ha desarrollado a partir de conjuntos
de datos de entrenamiento, validacién y
prueba con los requisitos de calidad co-
rrespondientes; b) que el sistema de TA
no ha sido disenado de modo que cum-
pla con los requisitos de transparencia:
c¢) que el sistema de IA no ha sido disena-
do ni desarrollado de forma que permita
una vigilancia efectiva durante su perio-
do de utilizacién; d) que el sistema de TA
no ha sido disenado ni desarrollado de
modo que alcance un nivel adecuado de
precision, solidez y ciberseguridad; €) o
que no se han adoptado las medidas co-
rrectoras necesarias, incluida, en su caso,
la retirada del sistema de IA del mercado.

Téngase en cuenta que, ademas, pa-
ra llegar a entender los algoritmos y los
datos que utilizan ciertos sistemas de TA
fuerte es necesario tener una capacidad
analitica y unos conocimientos técnicos
que exceden con mucho de las posibili-
dades de los perjudicados, resultandoles
desproporcionadamente costoso. De he-
cho, sin la colaboracién del sujeto que
debiera responder en su caso de los da-
fios ocasionados, seria practicamente im-
posible acceder a la informacién necesa-
ria para probar el dafo.

En consecuencia, en aras de evitar que
en la practica las victimas no puedan pre-
sentar demandas viables de responsabi-
lidad civil precisamente por ese motivo,
se ha previsto en el art. 3 de la Propues-
ta de Directiva que el 6rgano jurisdiccio-
nal nacional pueda pedir, a peticién del
demandante que previamente lo hubiera
intentado, la exhibiciéon de las pruebas a
los proveedores, a las personas sujetas a las
obligaciones de un proveedor, o a un usua-
rio, las pruebas pertinentes que obren en su
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deber sobre un determinado sistema de TIA
de alto riesgo del cual se sospeche que ha
ocasionado los dafios pero cuya solicitud
ha sido denegada. En tal caso los 6rganos
jurisdiccionales nacionales limitaran la ex-
hibicién de las pruebas a lo necesario y pro-
porcionado para sustentar una demanda.
Incluso se ha previsto que si el demandado
incumple la orden de exhibicién que le lle-
gue del 6rgano jurisdiccional nacional, este
presumira el incumplimiento por su parte
de un deber de diligencia que las pruebas
solicitadas estaban destinadas a probar, si
bien es cierto que al demandado le asistira
el derecho a refutar dicha presuncién. Hete
ahi otra de las presunciones previstas en la
Propuesta de Directiva.

Con todo, se observa como la Directiva
se ha preocupado sobremanera por prote-
ger los danos causados por sistemas de al-
to riesgo y no tanto por los dafios los cau-
sados por el resto de sistemas inteligentes.
Ante ello, inexorablemente surge la cues-
tion de qué sucede con los dafos que son
causados por sistemas de IA que no sean
de alto riesgo. Segtn el apartado 5 del art.
4 de la Propuesta de Directiva, en tales ca-
sos la presuncion del nexo de causalidad
solo se aplicara cuando el 6rgano jurisdic-
cional nacional considere «excesivamente
dificil» para el demandante demostrar el
nexo de causalidad, lo que probablemen-
te en la practica se traducird en que esa
presuncion se aplique en pocas ocasiones,
quedando al arbitrio de cada 6rgano ju-
risdiccional nacional la interpretaciéon de
la expresiéon en cuestion. No podemos ol-
vidar que las presunciones legales son de
obligada aplicacién por los 6rganos juris-
diccionales pero solo cuando concurran
los requisitos previstos por el legislador””.

77 La norma que consagra una presuncién le-
gal es una norma legal mas, a cuyo imperio se en-
cuentran imperativamente sometidos los Jueces y

Debemos senalar que en la Propuesta
de Directiva sobre responsabilidad civil
en materia de IA el legislador europeo
no ha querido recoger una inversién de
la carga de la prueba’™. En concreto, se-
gun su Exposicién de Motivos «La pro-
puesta no conduce a una inversion de la
carga de la prueba para evitar exponer
a los proveedores, operadores y usua-
rios de sistemas de IA a mayores riesgos
de responsabilidad civil, lo cual podria
obstaculizar la innovacién y reducir la
adopcién de productos y servicios basa-
dos en la TA». La inversion de la carga de
la prueba es un mecanismo mediante el
cual no se obliga a que el demandante
pruebe la culpa del demandado, que se-
ria el criterio tradicional, sino que obliga
al demandado a probar que adopté las
medidas necesarias para evitar el dafio
0, lo que es lo mismo, el demandado ha
de probar su diligencia para excluir su
responsabilidad. A nuestro entender, una
verdadera simetria entre el perjudicado
y el causante del dafio, atendiendo a que
nos encontramos ante una tecnologia
sumamente compleja, hubiera sido esta-
blecer una regla de inversion de la carga
de la prueba o, yendo atin mas lejos, una
responsabilidad objetiva™.

En relacion con ello, en la Propuesta
de Directiva se relaciona la expresion «ali-

Tribunales en virtud de lo dispuesto en el art. 117.1
CE, vid. GARBER LLOBREGAT, J.: Derecho procesal civil
(2019): procesos declarativos y procesos de ejecucion,
Bosch, Madrid, 2019, p. 238.

8 Sin embargo, en el Informe de la Comisién al
Parlamento Europeo, al Consejo y al Comité Eco-
némico y Social Europeo, de 19 de febrero de 2020
(apartado 3: Responsabilidad civil), sobre las reper-
cusiones en materia de seguridad y responsabilidad
civil de la inteligencia artificial, el internet de las co-
sas y la robética, se sefialaba que la Comisién estaba
reflexionando sobre si procedia adaptar la carga de
la prueba relativa a la causalidad y la culpa.

7 En el mismo sentido, Gi. MEMBRADO, C.: op. cit.,
p. 126.
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gerar o aliviar la carga de la prueba» con
las presunciones. Asi por ejemplo, segin
se desprende de su Exposicién de Moti-
vos (apartado segundo, «Proporcionali-
dad») «de entre los diversos instrumentos
disponibles en la legislacion nacional para
aliviar la carga de la prueba, la presente
Propuesta ha optado por recurrir a las
presunciones refutables (iuris tantum) por
ser esta la herramienta menos interven-
cionista.», o en el apartado «Otro elemen-
tos», en relacién con el objeto y ambito
de aplicacion: «A este respecto, la presente
Directiva aligera la carga de la prueba de
manera muy especifica y proporcionada
mediante el uso de la exhibicién y las pre-
sunciones refutables (iuris tantum)». Sin
embargo, no hay que olvidar que se trata
de conceptos diferentes y si no los separa-
semos estariamos trasladando lo que debe
resolver en el campo de las presunciones
al ambito del onus probandi, lo cual al
mismo tiempo puede suponer una varia-
cién en la decision del juez.

A este respecto, si bien la carga de la
prueba y las presunciones comparten la
cualidad de constituir instrucciones que
de alguna manera se dirigen al juez, la
nota distintiva reside en el objeto de cada
una, pues mientras que aquella le ordena
al juez como debe resolver ante un hecho
—rectius, dato— incierto, estas le indican
que debe tener por probado un dato si se
cumplen determinadas condiciones®.

Consecuentemente, las presunciones
implican, mas que una inversion de la car-
ga de la prueba, una modificacién del the-
ma probandi, debido a que la distribucién
de la carga de la prueba no afecta a quien
tiene que probar, pero si a los hechos que

80 CavinHO, G.: «Distincién entre las presuncio-
nes y la carga procesal de la pruebas, p. 4, disponible
en https://riu.austral.edu.ar/handle/123456789/1428
(consulta de 15/01/2024).

se tienen que probar: el hecho presumido
solo podra ser tenido en cuenta cuando la
parte favorecida por él haya acreditado el
hecho base. Cuando este tltimo haya sido
probado, la otra parte tendra que, o bien
atacar la prueba del hecho base, o bien
atacar el hecho presumido?®!.

En definitiva, como ya hemos adelan-
tado, con una Propuesta de Directiva de
minimos que permite la aplicacién de las
normas nacionales que sean mas favora-
bles para los perjudicados siempre que
no sean incompatibles con el Derecho
de la Unién Europea, la responsabilidad
patrimonial de la Administracién, que se
configura en nuestro ordenamiento juri-
dico como una responsabilidad objetiva,
se aplicaria al supuesto al ser méas protec-
tora para el perjudicado, presumiéndose
también el nexo causal cuando se cumpla
alguna de las condiciones previstas en el
art. 4.2 de dicha Propuesta y los darfios
hayan sido causados por un sistema de
alto riesgo. De donde se deduce la asime-
tria existente con respecto a otros regi-
menes juridicos, donde los perjudicados
no saldrian tan beneficiados. Mientras el
perjudicado por los danos ocasionados
por un sistema inteligente que depende
de la Administraciéon puede exigir al en-
te publico una responsabilidad objetiva
con presuncién del nexo de causalidad,
sin embargo en el caso de que ese da-
fio hubiera sido causado por un sistema
perteneciente a un particular, el umbral
de responsabilidad seria muy inferior al
contar solo con una responsabilidad sub-
jetiva con una presuncién de causalidad.

Con todo, lo cierto es que si tenemos
en cuenta que el legislador europeo pre-

81 AguiLO REGLA, J.: «<Nota sobre ‘Presunciones’ de
Daniel Mendonca», Doxa, Cuadernos de Filosofia del
Derecho, nam. 22, Universidad de Alicante, Alicante,
1999, p. 652.
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tende incorporar una presuncién iuris
tantum del nexo de causalidad parece
que no estamos ante un sistema de res-
ponsabilidad subjetiva puro sino, mas
bien de caracter cuasiobjetivo o ante una
responsabilidad subjetiva objetivada?®?.

V. ALGUNAS CONCLUSIONES

La incursién de las tecnologias digita-
les y del software inteligente, incluyendo
aqui los programas, aplicaciones o siste-
mas informaticos que utilizan modelos
probabilisticos y algoritmos predictivos,
han constituido una auténtica revolucién
también en el campo de los servicios so-
ciales.

Estamos viviendo una revolucién di-
gital con un importante impacto en la
sociedad y en el ambito del Derecho. No
obstante, riesgos como la proteccién de
datos, los sesgos algoritmicos con efec-
to discriminatorio, el efecto caja negra,
o los propios fallos o errores en el dise-
fo, la fabricacién, la programacion, el
funcionamiento o la manipulacién de los
sistemas de inteligencia artificial, consti-
tuyen un desafio imponente.

No en vano, todo ello puede dar lugar a
danos que se deben reparar. En concreto,
la responsabilidad por dafos o perjuicios
causados por sistemas de inteligencia ar-
tificial presenta problemas especificos
que hacen aconsejable una regulacion

82 En relacién con el art. 8.1 de la Propuesta de
Reglamento en la que se recoge una responsabilidad
subjetiva para los sistemas de IA de bajo riesgo, asi
lo entienden Arvarez OLaLLa, P.: «Propuesta de Regla-
mento en materia de responsabilidad civil por el uso
de inteligencia artificial, el Parlamento Europeo, de
20 de octubre de 2020», Revista CESCO de Derecho
de Consumo, num. 38, 2021, pp. 7-8; Navas NAVARRO,
S.: «Responsabilidad civil e Inteligencia artificial»,
El Cronista del Estado Social y Democrdtico de Dere-
cho, num. 100, 2022, p. 110.

propia que hasta la fecha ha consistido
en la adaptacién de lo que ya teniamos
hasta ahora.

Con todo, y precisamente como con-
secuencia de la autonomia y la imprevi-
sibilidad de estos sistemas inteligentes, el
criterio basado en la culpa que establece
la Propuesta de Directiva sobre respon-
sabilidad en materia de IA, no parece su-
ficiente, si bien es cierto que ese criterio
ha sido tan matizado que se podria decir
que la responsabilidad esta objetivada.
Ademas, esta Propuesta se ha valido de
las presunciones en lugar de incluir la
inversion de la carga de la prueba, dos
instrumentos diferentes pese a lo cual, lo
cierto es que en muchos supuestos el re-
sultado final sera coincidente. Es decir,
tanto si el demandado consigue refutar
alguna de las presunciones como si con-
sigue probar que su comportamiento no
ha sido culposo, las consecuencias seran
las mismas porque no sera considerado
responsable en ninguno de los dos casos.
Y si, por el contrario, el demandado no
refuta las presunciones o no consigue
probar que no actué culposamente, tam-
bién aqui en ambos casos se derivaria el
mismo resultado al devenir responsable
frente al perjudicado. No obstante, y pese
a ello, conviene no confundir que esta-
mos ante figuras juridicas diferentes.

Es por ello que intuimos que hubiera
sido mas adecuado que también aqui el
legislador europeo hubiera adoptado el
criterio de imputacién objetiva que se si-
gue en la nueva Directiva de productos
defectuosos, criterio mas propio de un
momento temporal como el actual —ca-
racterizado por un creciente e imparable
incremento tecnolégico—, al permitir
un mayor equilibrio entre las partes en
contienda. A ello seria aconsejable anu-
dar alguna suerte de seguro obligatorio o
fondo de compensacion, al menos en re-
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lacién con los sistemas de alto riesgo, pa-
ra evitar que quedasen dafios sin resarcir.

Efectivamente, en la Propuesta de Di-
rectiva sobre responsabilidad en materia
de TA tenemos una responsabilidad sub-
jetiva mientras que en la nueva Directiva
de productos defectuosos es objetiva. No
perdamos de vista la desigualdad que se
genera entre ellas, lo que se traduce en un
distinto nivel de proteccion para los perju-
dicados, con la salvedad de poder invocar,
en el caso de la Propuesta de Directiva so-
bre responsabilidad en materia de IA nor-
mas mas favorables del Derecho nacional,
como consecuencia de ese enfoque de ar-
monizaciéon minima que pretende. De ahi
que, por ejemplo, cuando los dafios caigan
en el ambito de la Administracién publica
y deba aplicarse la responsabilidad patri-
monial de la Administracién, entendemos
que el perjudicado podra acudir a la res-
ponsabilidad objetiva prevista en los arts.
32 y ss de la LRISP, maxime teniendo en
cuenta que esa previsiéon seria compatible
con el Derecho de la Unién Europea, (con-
dicién necesaria para poder invocar el De-
recho interno que fuera mas favorable). Y
entendemos esa remision al Derecho de la
Unién Europea en sentido amplio, lo que
nos permitiria relacionar esa necesaria
compatibilidad con otras normas, como
la nueva Directiva sobre responsabilidad
por los danos causados por productos de-
fectuosos (que no es de minimos sino de
plena armonizacién), que si contempla
una responsabilidad objetiva de los ope-
radores.

Asimismo, a propdsito de la respon-
sabilidad civil en materia de inteligencia
artificial las normas deben procurar un
equilibrio entre la proteccion de las victi-
mas y la posibilidad de que las empresas
innoven. Sin embargo, la Propuesta de Di-
rectiva sobre responsabilidad en materia
de TA ha inclinado demasiado la balanza

y se nos antoja mas comprometida con
las empresas que con los perjudicados.
En su propio texto se ha hecho eco de las
consideraciones aducidas por el sector
empresarial al entender que el criterio de
la responsabilidad objetiva resultaba des-
proporcionado, apoyando sin embargo la
opcién de aligerar la carga de la prueba. Es
por ello que, al menos a nuestro entender,
las medidas adoptadas por la Propuesta
de Directiva podrian ser calificadas de ti-
bias, ademas de que la técnica legislativa
empleada en la redaccién de la misma no
esclarece su interpretacion.

En definitiva, la tecnologia avanza a
un ritmo imparable y el Derecho no le
sigue el compas. No en vano, el plazo de
revision de 5 anos que prevé la Propuesta
de Directiva (art. 5) nos resulta a todas
luces excesivo. En este sentido, la propia
evolucién de los documentos que han ido
surgiendo en la Unién Europea son prue-
ba de ese desfase, puesto que un par de
afios constituyen un auténtico muro en
esta materia, hasta el punto de que po-
driamos encontrarnos frente a normas
obsoletas en el momento de su entrada
en vigor. De hecho, el verdadero reto en
este asunto consiste en adaptar la norma-
tiva actual sobre responsabilidad civil ex-
tracontractual o por dafios a los nuevos
sistemas inteligentes.
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