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ABSTRACT
This paper presents a method to detect, track and predict a poten-
tial collision with UAVs using an aircraft equipped with a single
camera. The method analyses the movement in the camera’s image
plane by means of sparse optical flow. In this way, the camera’s
own movement can be modelled and cancelled by estimating a
homography matrix from a set of corresponding points. Once the
movement caused by the camera is cancelled other moving objects
can be isolated and the presence of other UAVs can be detected.
Additionally, the method predicts potential collisions by examining
the alignment between the position and velocity vectors of the UAV,
which are estimated up to a scale factor. The proposed method is
effective at detecting and predicting collisions with UAVs, regard-
less of their appearance, size, or movement, making it useful for
applications related to airspace security.
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1 INTRODUCTION
Unmanned Aerial Vehicles (UAVs), commonly known as drones,
have become increasingly popular in recent years, offering a wide
range of applications in areas such as surveillance, rescue, defence
and package delivery. However, the use of drones has also raised
security concerns: as the number of applications involving drones
increase, the risk of collision with manned aircraft is higher. As a
result, it is of uttermost importance to have an in-flight collision
avoidance system to prevent air accidents.

To address these issues, significant research has been conducted
on UAV detection and tracking using various sensors such as LiDAR,
radar, acoustic sensors and cameras. LiDAR sensors may not be
effective in detecting small UAVs at long distances [1, 2], typically
due to their low resolution along the vertical axis. Radar sensors
in civil applications are subject to regulations regarding frequency
bands and power levels in order to avoid interferences with other
systems. Acoustic sensors can also be used to detect drones that do
not emit radio signals. However, the effectiveness of acoustic sen-
sors is limited by environmental factors such as wind and ambient
noise [3], which prevents its usage in airborne applications.

Regarding the usage of cameras, estimating the position and ve-
locity of the UAV in a 3D space using only the information present
in the images is a challenging problem. In this sense, binocular cam-
eras with a reduced baseline are not applicable to the problem, due
to their lack of sensitivity at long distances. If the stereo camera is
designed with a wider baseline, then difficulties may appear during
the installation on small drones [4]. Therefore, the employment
of monocular systems for the detection of objects on a collision
trajectory is attractive, since they possess a low weight at a reduced
cost. However, the absence of depth information poses an additional
difficulty.

There is a wide variety of techniques that can be used to de-
tect and track UAVs in images obtained by monocular cameras. In
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Figure 1: This figure shows the pinhole camera model in
order to demonstrate that a movement in space does not
always generate apparent motion on the image plane. In
this case, ®𝑄𝑇 does not generate apparent motion in the
image ®𝑞𝑡 and ®𝑄𝑃 generate a high optical flow ®𝑞𝑝 though.

this sense, this paper proposes an analytical method based on its
apparent motion, whose main advantages are:

• It provides a generalized detection capability of flying objects,
regardless of their appearance, shape, size and movement.

• The method computes an estimation of the object’s direction
in camera coordinates. This measurement is obtained up to
a scale factor.

• The algorithm permits generating a prediction of a possible
collision between the UAVs.

• The proposed method does not require a training phase.

The rest of the paper is structured as follows: Section 2 provides
a review of the related literature. Next, Section 3 describes the pro-
posed method in detail. Following, Section 4 presents the dataset
used to test the algorithm in terms of detection and collision pre-
diction. Finally, Section 5 draws the main conclusions and proposes
future work.

2 STATE OF THE ART
Object detection can be approached through different methods
depending on the complexity of the task to be solved. From the
easiest to the hardest case, object detection could be classified as
follows: (1) detecting a moving object from a static camera, (2)
detecting a static object from a moving camera, and (3) detecting a
moving object from a moving camera. This manuscript presents a
solution that can be classified in this last group of applications.

Background Subtraction methods are generally applied to the
case in which the camera is static and remove pixels whose intensity
remains constant by computing the difference of consecutive im-
ages, thereby highlighting and detecting moving objects. However,
these methods only work correctly when the background is rela-
tively static [5], which is not applicable to the situation presented
in this work.

Other methods are based on the calculation of the optical flow,
defined as the apparent motion of pixels caused by the relative
movement between the camera and the scene. When the optical
flow is computed on every pixel in the image, it is referred to as
dense optical flow [6–9]. In some situations, it may be interesting to
compute the optical flow on a reduced set of characteristic points,
thus obtaining a sparse optical flow [10, 11]. For example, [12] uses
SURF descriptors to obtain image correspondences between con-
secutive frames in order to detect objects moving directly towards
the camera (a case imperceptible to dense optical flow techniques).
Their method is based on estimating the change in the size of the
objects approaching the camera. To this end, the method analyses
the increase in the scale associated to SURF descriptors, which
permits computing a “time to collision” based on this information.
Other authors employ similar techniques, using SURF descriptors
and defining the object area through a convex hull. Thus, a collision
is assumed to occur when an abrupt change in the object’s area is
detected in the image [13].

Methods based solely on optical flow have certain limitations,
as a moving object does not always generate apparent motion in
the image plane, as represented in Figure 1. Additionally, it is nec-
essary to deal with the optical flow generated by the camera’s own
movement [14]. In this regard, optical flow can be used to model
and cancel out the camera’s movement, thereby detecting anything
that moves differently (e.g., another UAV). The combination of a
dense optical flow with a motion cancellation technique enables the
detection of moving objects from a moving camera [15]. Moreover,
sparse optical flow can also be combined with motion cancellation
for the detection of moving objects, such as single-wing drones in
flight sequences [16].

Recent research has focused on the use of deep learning algo-
rithms. In this sense, YOLO’s architectures are mainly used as back-
bone for UAV detection [17–19]. Other authors, have opted for
NDFT (Nuisance Disentangled Feature Transform) networks for
general object recognition from drone-captured images [20]. In
addition, deep neural networks can not only be trained for object
detection, but also for collision avoidance [21] or distance to object
prediction [22]. Nevertheless, these techniques are limited by the
number of UAV categories with which the neural network has been
trained. Furthermore, aviation software that follows guidelines like
DO-178C [23] (avionics software) is required to be “deterministic”,
meaning that it produces the same output given the same input.
However, an AI-powered system may produce different results as
it learns and adapts. In consequence, it becomes challenging to
achieve the mandatory certification determinism required for avia-
tion software when using AI. This fact justifies the development
of analytical solutions to the proposed problem that should not
depend on a set of training images.

In this manuscript, we propose a method that combines a sparse
optical flow and a motion cancellation technique to compensate
the own camera movement. The approach computes a homography
matrix based on a sparse optical flow. Thus, the quality of the
correspondences employed to generate the optical flow vectors will
be crucial for the algorithm’s performance.
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Figure 2: This diagram illustrates the main steps of the proposed method for UAV detection.

3 DESCRIPTION OF THE PROPOSED METHOD
In this manuscript, we propose a method that is able to detect
aerial objects and also predicts the possible collision between the
UAVs that share the same airspace in a given sequence. Section
3.1 describes the detection method and Section 3.2 describes the
collision prediction method.

3.1 UAV detection
The proposed approach is illustrated in Figure 2 and consists of 5
main steps, which are defined next:

(1) Calculation of a sparse optical flow along consecutive frames.
(2) Modelling the movement of the pixels in the sequence using

a homography matrix.
(3) Prediction of the next frame and compensation of the camera

movement.
(4) Spatial and temporal filtering.
(5) Segmentation of closed contours and detection of the UAV.
First, given two consecutive frames 𝐼𝑡 and 𝐼𝑡+1, a sparse optical

flow is computed over a series of characteristic points obtained with
the Shi-Tomasi algorithm [24]. Then, with these points, a sparse
optical flow is calculated using the Kanade-Lucas method [25]. This
provides a set of correspondences between the sets of points ®𝑝𝑡
(on image 𝐼𝑡 ) and ®𝑝𝑡+1 (on image 𝐼𝑡+1). Next, we model the scene’s
motion through a homography matrix 𝐻 , since:

®𝑝𝑡+1 = 𝐻 · ®𝑝𝑡 (1)

This allows us to estimate 𝐻 from a series of correspondences, as-
suming that the points are on a plane (in the presented application,
we assume that there exists a plane in the scene). The knowledge of
𝐻 allows us to predict the next image 𝐼𝑡+1 using a perspective trans-
formation to the frame 𝐼𝑡 . It is important to note that the estimation
of the homography matrix 𝐻 is one of the most important elements

of the proposed method, as it will condition the proper functioning
of the algorithm. To carry out the calculation of this matrix, it is
necessary to have, at least, 4 characteristic points belonging to a
plane in the scene (in this case, the points belong to the ground
plane). But as not all points detected by Shi-Tomasi method belong
to that plane, a filtering is required to discard, for example, the
points above the horizon (found at infinite distance). The RANSAC
algorithm [26] is used for this filtering.

Once the movement of the scene has been modelled by means
of a homography matrix and the prediction of the next frame has
been made, our own movement is compensated by subtracting the
background through the difference between the next frame and its
prediction:

Δ𝐼𝑡+1 = 𝐼𝑡+1 − 𝐼𝑡+1 (2)

Once the image of differences Δ𝐼𝑡+1 has been obtained, a spatial
filtering is applied to it (composed of a Gaussian filter, a dilation and
an erosion). These operations permit removing some regions that
could result in false positives and enhance the object of interest.

Subsequently, a temporal filtering is introduced in which the
mean of N difference images ¯Δ𝐼𝑡+1 is carried out in order to filter
out those areas of the image where noise appears sporadically:

¯Δ𝐼𝑡+1 =
1
𝑁

∑︁
𝑡=0,1,...,𝑁

Δ𝐼𝑡+1 (3)

Finally, the mean image of differences ¯Δ𝐼𝑡+1, resulting from ap-
plying the temporal filter, is processed by a contours detector with
the objective of finding closed regions. As a result of the detection
process, the position (𝑢, 𝑣) of the biggest closed region in the image
is obtained and, in addition, an estimation of the scale of the object
is defined by (𝑏ℎ, 𝑏𝑤) which represents the height and width of the
window enclosing the contour.
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3.2 Predicting collisions
In this section we introduce a method to predict the collision be-
tween the UAV that carries the camera and the flying object detected
in the image (as described in Section 3.1). As we can imagine, the
collision prediction problem is highly coupled with the detection
phase. In order to address the collision prediction problem, it is
necessary to know the position and velocity in a three-dimensional
space. In our case, we consider that ®𝑃𝑡 and ®𝑉𝑡 are known up to
a scale factor. In addition, we consider that the relative velocity
®𝑉𝑡 is constant during our tests. The collision prediction method is
divided into the following steps:

(1) Computing the object’s position in camera coordinates.
(2) Computing the relative velocity ®𝑉𝑡 .
(3) Calculation of the relative angle.
First, we consider that the position (𝑢, 𝑣) and size (𝑏𝑤 , 𝑏𝑤) of

the detected object in the image is known (as described in Section
3.1). Next, the position of the object can be back-projected into a
3D space using the following equations:

𝑧ℎ = 𝑓𝑥
ℎ

𝑏ℎ
𝑧𝑤 = 𝑓𝑦

𝑤

𝑏𝑤
(4)

𝑥𝑐 =
𝑢 − 𝑐𝑥

𝑓𝑥
𝑧𝑐 𝑦𝑐 =

𝑣 − 𝑐𝑦

𝑓𝑦
𝑧𝑐 𝑧𝑐 =

𝑧𝑤 + 𝑧ℎ

2
(5)

where ℎ and 𝑤 are the arbitrary height and width of the object
in meters, 𝑏ℎ and 𝑏𝑤 define the height and width of the detected
bounding box. This allows us to obtain an estimate of the distance
from the object to the camera 𝑧𝑐 (up to a scale factor). In addition, 𝑢
and 𝑣 are the pixel coordinates where the object is detected and 𝑓𝑥 ,
𝑓𝑦 , 𝑐𝑥 , and 𝑐𝑦 are the intrinsic parameters of the camera. Finally, the
position of the object at time 𝑡 in camera coordinates is expressed
as ®𝑃𝑡 = (𝑥𝑐 , 𝑦𝑐 , 𝑧𝑐 )𝑡 . Once the position of the UAV ®𝑃𝑡 relative to the
camera is known at each time instant, we compute its velocity ®𝑉𝑡
as:

®𝑉𝑡 = ®𝑃𝑡 − ®𝑃𝑡−1 (6)

which constitutes the relative velocity between the UAV and the
observing camera, i.e. the direction of movement of the UAV relative
to the camera. Next, in order to determine whether the detected
UAV is on a collision path, we compute the dot product:

®𝑉𝑡 · ®𝑃𝑡 = | ®𝑉𝑡 | | ®𝑃𝑡 | cos𝜃 (7)

Whenever the UAV’s velocity vector and its position vector are
collinear (as described in Figure 3) a collision in air is possible.
Therefore, this constitutes a first condition to detect that the UAV
will collide with the camera:

®𝑉𝑡 · ®𝑃𝑡 = | ®𝑉𝑡 | | ®𝑃𝑡 | cos𝜃 = cos𝜃 ≈ −1 (8)

since ®𝑉𝑡 and ®𝑃𝑡 have been normalised at this step, thus 𝜃 ≈ 𝜋 , as
represented in Figure 3. However, a significant amount of noise is
expected in ®𝑃𝑡 and, thus, ®𝑉𝑡 . As a result, as a first condition, we
only check that | cos𝜃 | ≈ 1. Next, the second condition considers
a filtered trend in the area of the object along several frames. In
this way, when the object approaches, the bounding box should
grow and vice versa. A first order linear function is approximated
using the scale of the object at each frame 𝑡 . As a result, the second

Figure 3: This figure shows the pinhole camera model in
order to demonstrate that a collinearity between the

velocity vector and the position vector gives information
about a possible collision.

condition to predict a collision considers a positive value in the
slope of the function.

4 RESULTS
In this section, the dataset used to test the algorithm is described.
Additionally, we assess the ability of the proposed method to detect
and track aerial objects (Section 4.2), as well as predicting collisions
with such UAVs (Section 4.3). A video description of the whole
process can be found in this link1.

4.1 Dataset
The dataset consists of a total of 40 flight sequences that have been
simulated in Unity2. Each sequence has been specifically designed
to replicate different situations that may occur under typical flight
conditions. As a result, the dataset has been designed to test the
robustness of the proposed algorithm. During each simulation, two
drones are simulated, one of them carrying a standard pinhole
camera with known intrinsic parameters. In 16 sequences both
aircraft collide, whereas in the other 24 sequences, they do not. In
each sequence, the drones have different relative speeds and appear
at different orientations.

With the aim of testing the limitations of the current algorithm,
20 simulations were generated where the aircraft flew over crop
plains at high altitude, and another 20 simulations were carried out
in a mountain environment where the aircraft flew at low altitude.
In this latter environment, the optical flow generated by the ground
elements is higher and erratic, since it is not generated by a plane.
In consequence, this environment is more challenging. Additionally,
two types of UAVs were simulated, a Camcopter3 helicopter (20
video sequences) and a single propeller Cessna4 airplane (20 video
sequences).
1https://youtu.be/Xg1GZ55vumw
2https://unity.com
3https://schiebel.net/products/camcopter-s-100/
4https://cessna.txtav.com

https://youtu.be/Xg1GZ55vumw
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Figure 4: Sample frames extracted from different sequences of the Camcopter© and Cessna© UAV models in the two simulation
environments (crop plains and rocky mountains).

Finally, the ground truth includes the position of the UAV in
the 3D space and in the image plane. This allows us to evaluate
the results in terms of detection and collision prediction. As an
example, Figure 4 presents some snapshots extracted from different
simulation sequences.

4.2 Results of the detection method
In this section, we evaluate the performance of the proposed al-
gorithm to detect and track UAVs as described in Section 3.1. For
this purpose, we calculated precision and recall for the 40 flight
sequences that make up the dataset (Table 1). In order to obtain
these values, the true positives, false positives, true negatives, and
false negatives were considered for each of the frames that com-
pose the different sequences. In this table, it can be observed that
the results obtained for the crop plains environment were really
satisfactory, generally obtaining high values in precision and recall.
If we analyse the results obtained in the rocky mountains envi-
ronment in detail, the number of false positives increases, thus
decreasing the detection precision. It should be noted that, in this
environment, false positives can be produced by the detection of
trees and nearby rocky surfaces. The detection of these objects is
considered, in some cases, correct, and may increase the values of
the computed precision in some sequences. However, the modelling
of the 3D terrain in simulation is complex and only the position of
the approaching UAV is considered in the results. It is also notice-
able, when observing Table 1 that recall values are also close to 1.
Thus, we can conclude that our algorithm produces a very small
number of false negatives (the absence of detection whenever an
aircraft exists in the image), which are highly undesirable in a UAV
detection system.

4.3 Results obtained in collision prediction
In this section, the proposedmethod for collision prediction (Section
3.2) is quantitatively evaluated. To this end, the ratio between the

Table 1: Precision and recall results for each of the
sequences that compose the dataset presented in Section 4.1.

UAV Detection
UAV category Cessna Camcopter

Environment Seq Precision Recall Precision Recall

Crop
plains

1 0.99 1.00 1.00 1.00
2 0.99 1.00 1.00 1.00
3 1.00 1.00 1.00 1.00
4 1.00 1.00 1.00 0.77
5 1.00 1.00 1.00 0.77
6 1.00 0.99 1.00 1.00
7 1.00 0.96 1.00 0.68
8 1.00 1.00 1.00 0.92
9 1.00 1.00 1.00 1.00
10 1.00 1.00 1.00 1.00

Rocky
mountains

1 0.78 1.00 0.82 1.00
2 0.84 1.00 0.83 1.00
3 0.76 1.00 0.76 1.00
4 0.84 1.00 0.83 1.00
5 0.87 1.00 0.84 1.00
6 0.94 1.00 0.86 1.00
7 0.93 1.00 0.90 1.00
8 0.89 1.00 0.72 1.00
9 0.27 1.00 0.65 1.00
10 0.71 1.00 0.70 1.00

number of frames in which collision is predicted and the total
number of frames in a sequence has been calculated. This factor
has been named “global prediction ratio” 𝑅𝐺 . In each sequence, this
ratio should be compared with the expected result (“1”: whenever
collision occurs in the sequence or “0”: if no collision occurs in the
simulation). It is also noticeable that, in some sequences, the initial
size of the object in the images is very small. This fact justifies the
definition of a ratio that considers only the last moments before a
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Table 2: Collision prediction results as a ratio, where values close to 0 indicate a prediction of “no collision” and values close to
1 indicate a collision prediction. This evaluation has been carried out taking into account either the whole sequences or only

their last 8 seconds.

Prediction of collision
UAV category Cessna Camcopter Ground truth

(0 means no collision,
1 for collision)Environment Seq Global

prediction ratio 𝑅𝐺

Last 8 seconds
prediction ratio 𝑅8

Global
prediction ratio 𝑅𝐺

Last 8 seconds
prediction ratio 𝑅8

Crop
plains

1 0.28 0.11 0.24 0.06 0
2 0.45 0.41 0.34 0.30 0
3 0.80 0.81 0.96 0.96 1
4 0.80 0.80 0.71 0.93 1
5 0.88 0.89 0.68 0.88 1
6 0.03 0.05 0.12 0.00 0
7 0.12 0.08 0.09 0.00 0
8 0.52 0.53 0.84 1.00 1
9 0.00 0.00 0.37 0.37 0
10 0.40 0.40 0.03 0.03 0

Rocky
mountains

1 0.00 0.00 0.00 0.00 0
2 0.45 0.42 0.02 0.02 0
3 0.96 0.97 0.79 0.79 1
4 0.55 0.55 0.70 0.70 1
5 0.78 0.79 0.67 0.67 1
6 0.13 0.07 0.10 0.15 0
7 0.08 0.00 0.09 0.00 0
8 0.44 0.51 0.51 0.59 1
9 0.29 0.29 0.54 0.54 0
10 0.49 0.49 0.09 0.09 0

possible collision. In consequence, we also define the “8 seconds
prediction ratio”, 𝑅8, that is computed only on the last 8 seconds of
each sequence. As an example, Figure 5 shows a sequence of frames
where the aircraft carrying the camera collides with a Camcopter©.

Table 2 shows the collision prediction ratio for each of the se-
quences that compose the proposed dataset, evaluated either consid-
ering the entire sequence or just the last 8 seconds of the simulation.
Additionally, to check the effectiveness of the algorithm, the ground
truth of the collision ratio is presented in the last column of the
table. The results presented in this table show, in general terms, that
the collision prediction is satisfactory in all sequences. It should
be noted that the algorithm proposed has a good performance for
both environments. In addition, the algorithm presents better re-
sults when assessed using the 𝑅8 ratio, compared to the 𝑅𝐺 ratio,
as expected.

5 CONCLUSIONS AND FUTUREWORK
A general technique to detect UAVs that share the same airspace
has been presented. The method uses the information provided by
a single camera carried by a UAV. In addition, the algorithm is able
to indicate if the aircrafts are in a collision path and create an alert.
The method is based on the computation of a sparse optical flow
that permits computing a homography matrix. The homography
matrix is used to compensate the movement of the camera, thus
highlighting objects that move with a different velocity. Next, colli-
sion is predicted by analysing the collinearity of the position and
velocity vectors.

The results obtained with the proposed detection and collision
prediction method are highly satisfactory since, in the vast majority
of cases, the UAV is detected and the potential collision is accurately
predicted with enough time to avoid the aerial object. The method
has been tested using video sequences generated from a simulation
environment.

Regarding the UAV detection and tracking method, we have
found that the technique is more prone to false positives than false
negatives. This fact is considered an advantageous feature, since
false negatives are extremely dangerous from the perspective of
drone navigation safety standards. Moreover, the number of false
positives has increased especially in mountainous environments,
where the aircraft flies at low altitude. In this case, not only the
UAV was detected, but also the nearest scene elements that could
pose a danger in navigation.

When analysing the collision predictionmethod, we have demon-
strated that the method is not able to estimate the actual depth at
which the UAV is located. However, the method provides an ac-
curate estimation of the object direction. Thus, it is possible to
estimate reliably whether both UAVs are on a collision course or
not. We have shown, however, that the method is not able to pro-
vide the time of the impact, since the distance at which the UAV is
located cannot be estimated with a monocular camera in absence
of a reliable scale information. Finally, the ability to predict a colli-
sion was restricted to 8 seconds before the event, which permits
carrying out an evasion procedure. In this situation, the method
showed high success ratio in all situations.
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Figure 5: Example of a sequence in which the UAV equipped with the camera collides with a Camcopter. The bounding box
coloured in red and the label “DANGER” indicates that the object is detected and predicted to be in collision path. Otherwise,

the bounding box is green.

Regarding future work, the information obtained by the pro-
posed method is of interest to integrate it into "sense and avoid"
systems. To achieve this, a trajectory planning method should be
incorporated in order to avoid the collision.
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