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A B S T R A C T

alPCA is a software coded in R and designed to automatically combine predictions from a collection of
individual forecasting methods that integrate it. It employs three categories of weights derived from the
PCA scores, and decision rules to determine the optimal combination of these methods. alPCA serves as an
automated component within the artificial intelligence toolkit for monthly time series processing with the
objective of obtaining the best forecast.
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1. Introduction

alPCA is an intelligent tool that combines forecasts provided by 11
forecasting methods and models, running through all their respective
configurations (52 in total). These components that integrate alPCA are
available in R and are: Naïve, ETS, auto.arima, Theta, STL, Croston,
Prophet, NNAR, TBATS, GRNN, MLP.

Experimental results show that combinations based on a wide di-
versity of forecasting methods achieve forecasts with fewer errors [1,
2]. This achievement is influenced by the type of methods that are
combined and, consequently, the quality of the forecasts provided by
each method, as well as the estimation of the combination weights as-
signed to each forecast [3,4]. Combining techniques have evolved from
simple methods without estimation (arithmetic mean) to sophisticated
approaches that include time-varying weights, nonlinear combinations,
correlations between components or cross-learning [5,6].
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The development of software for forecast combination has provided
good forecasting results even in complex environments. Especially,
they have proven to be very effective in time series forecasting in
various real-world domains, such as sales, production, demand, energy
or health [7–13].

Throughout this article, we will show how alPCA carries out the
process of combining or aggregating forecasts provided by experts (in-
dividual methods or models), and we will do so from the point of view
of programming and applied statistics. Other packages that employ
aggregation techniques such as those described here are also available
in R. These packages include Opera (Online Prediction by ExpeRt
Aggregation) [10], ForecastComb [14], and ForecastHybrid [15]. The
ForecastHybrid package (version 5.0.19) utilizes forecasts generated
from experts such as ARIMA, ETS, theta method, NNETAR, STLM,
TBATS, and SNAIVE (naive seasonal). The characteristics and detailed
comparison between them, for the case of the seven monthly time series
we attach, are shown in [16].
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2. Software details

This software is the coding in R [17] (4.2.1, RStudio 2022.07.0-
548) of the algorithm described in the following Section 3. It has been
originally run on an Intel(R) Core(TM) i5-10400 CPU @ 2.90 GHz.RAM:
12 GB system working sequentially in a Windows 11 environment. It
has been subsequently run-on other systems to verify its reproducibility
and uploaded to the Ocean platform (https://doi.org/10.24433/CO.
1623552.v2).

The software has a modular structure and incorporates 11 individual
prediction methods (52 configurations), all of them available in R. At
the start of the application the needed libraries are loaded (assuming
the user has them all previously installed).

In addition, it includes six own functions, programmed to perform
calculations and statistical analyses complementary to the methods, in
order to achieve the best combination depending on the characteristics
of the time series to predict: trends, seasonal and nonseasonal cycles,
intermittency, pulses and steps, and outliers. These functions included
in alPCA in order to achieve the best prediction are:

1. Calculo1(). Sets each configuration of a model in period 𝑇1
(Training phase/sample), and generates the predictions for pe-
riod 𝑇2 (Validation phase/sample) for each configuration.

2. Calculo2(). Calculates the loss functions in 𝑇1 and 𝑇2.
3. Calculo3(). Constructs the error matrix (with RMSE, MASE,

SMAPE and OWA).
4. Calculo4.m(). Calculates the PCs and Manhattan distance to the

method with the smallest error.
5. Calculo5(). Calculates the weights associated to each combina-

tion according to the PC analysis.
6. Calculo6(). Obtains the predictions for the period 𝑇1 + 𝑇2.

To select the number of method configurations used in the combi-
nation of predictions we used 3 percentiles. The 5th percentile if we
want few, the 95th percentile if we want to consider almost all of
them, and the 50th percentile if we want an intermediate number of
them. As a result of the algorithm we show the predictions for the next
12 months in the three cases. The scores of each configuration in the
selected principal components are used as weights. 𝑤 = |𝑥𝑗 |∕(

∑𝑚
𝑗=1 |𝑥𝑗 |)

alPCA is presented in the Ocean platform with an example of CO2
levels discussed in detail in Section 5 of this paper. The datasets are
incorporated from the working directory as .rds files. The associated
function file in this case is f_alPCA.monthly.r.

3. Software algorithms

1: procedure alPCA algorithm(S,Y, N, h, j, i)
2: Let Y be a monthly time series with length N.
3: Divide Y into two subsets: 𝑇1 = 𝑦1, 𝑦2, ..., 𝑦𝑛−ℎ, 𝑇2 = 𝑦𝑛−ℎ+1, ..., 𝑦𝑁

with ℎ = 12
4: Let 𝑀𝑗 be one of the J considered forecasting configurations.
5: for all 𝑗 ∈ 𝐽 do
6: Obtains the fitting values in 𝑇1 and predictions at 𝑇2
7: Calculate sMape and Mase in 𝑇1 , and sMAPE, MASE, RMSE

and OWA in 𝑇2
8: end for
9: Builds 𝐸𝐽 ,6 with the six loss functions and removes duplicate

rows
10: Obtains a PCA score
11: Order the rows of 𝐸𝐽 ,6 according to their Manhattan distance to

the best method*.
12: Obtains quantiles 𝐼5, 𝐼50 and 𝐼95 for empirical distribution to

the distance to the best method. 𝐼 = 𝐼5, 𝐼50, 𝐼95
13: Let 𝐾𝐼 ⊂ 𝐽 be the final subset of selected configurations
14: for all 𝑖 ∈ 𝐼 do
15: for all 𝑧 ∈ 𝐾 do

16: Determine the weight 𝑤 = |𝑥𝑗 |∕(
∑𝑚

𝑗=1 |𝑥𝑗 |) to combine
the z configurations

17: Apply the 𝑀𝑧 configuration to fit Y and generate the
h-step-ahead forecast �̂�𝑧𝑡 for 𝑡 = 𝑁1, ..., 𝑁ℎ

18: end for
19: end for
20: Compute the combined forecasts: �̂�𝑖,𝑡 =

∑

𝑧∈𝐾𝑖
𝑤𝑡�̂�𝑧𝑡

21: end procedure

4. Related work

Data analysis has been carried out through alPCA on the article
by García-Aroca C. et al. (2024) which has facilitated the treatment
of the data used. It has been applied to forecast sales of four brands
of automobiles in the USA, production and consumption of electricity
in the UK and to forecast CO2 levels in a given region in order to
assess their economic impact. It was also used to compare the goodness
of forecasts with those provided by ForecastHybrid package (version
5.0.19), ForecastComb package (version 1.3.1) and Opera (version
1.2.1).

5. Illustrative examples

The average monthly data of CO2 mole fraction (co2-mm-mlo),
which represents CO2 emissions, have been taken as an illustrative
example. The series is obtained from daily averages and covers from
01/01/2000 to 31/12/2019 (20 years and 240 observations). The
data are from the U.S. Government’s Earth System Research Labora-
tory, Global Monitoring Division, and are available from the Trends
in Atmospheric Carbon Dioxide website https://datahub.io/core/co2-
ppm#data. When the algorithm is finished, it generates a 12 × 3
dimension prediction matrix under the name result_alPCA, the first
column contains the predictions obtained with the 5th percentile, the
second column those obtained with the 50th percentile and the last
column those obtained with the 95th percentile.

h percentile.5 percentile.50 percentile.95

1 383.08 382.17 381.91
2 377.46 381.66 381.67
3 377.79 382.11 382.25
4 380.68 382.53 382.89
5 376.17 381.93 381.89
6 374.31 381.30 381.25
7 373.28 381.17 381.22
8 377.15 382.24 382.30
9 376.49 381.74 382.41
10 377.05 381.78 382.19
11 378.58 382.28 382.85
12 377.83 381.97 382.65

6. Impact overview

The software that implements the alPCA algorithm is the result
of the research developed by our team and that emerged from the
demanded search for knowledge on the spare parts consumption market
at aerospace companies. In this industry, as in many others, it is critical
to develop mechanisms to analyze information on consumer intentions,
in order to efficiently forecast the supply of materials and production
in the short, medium and long term. This objective is a constant in the
automotive and energy industries, among others, and has a decisive
influence on budgets, production optimization and warehousing.

In our publication, [16], we show that our proposal generates more
accurate forecasts than other forecast combination packages imple-
mented in R: ForecastComb, Opera and ForecastHybrid. In addition,
we obtained a lower prediction error than the individual methods and
models that integrate it. This was tested with monthly time series of
the following types:

• Those constructed from actual data on parts manufactured by the
aerospace industry.

• Broad subsets of the 48,000 monthly time series available in the
M4 competition.
𝑖
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• Total new car sales in the USA, plus FORD, GM, HONDA and
TOYOTA sales.

• CO2 emission levels
• Consumption of electricity.

In addition, a sensitivity analysis was performed on the results
obtained to evaluate the robustness of our algorithm or its sensitivity
to different specifications.

7. Future development of the software

We are working on incorporating some new method with its corre-
sponding configurations. We want to simplify the selection of configu-
rations involved in the combination to choose them by some statistical
test in a unique way. We will extend the algorithm for any seasonality
(yearly, quarterly, weekly, . . . ). Finally, we will design and implement
an R package.
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