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1  | INTRODUCTION

Cardiovascular diseases (CVD) are the main cause of morbidity and 
mortality worldwide and, thus, a high public health priority. About 
17.7 million people died of CVD in 2015, representing around 31% of 
all deaths globally.1 Making correct decisions on optimal treatment 
is important to address cardiac risk. Over the past few decades, sev‐
eral cardiovascular risk‐stratification tools have been developed and 
widely used to help physicians to identify high‐risk individuals for 
treatment.2

Attempts to predict cardiovascular events based on their main 
determinants, such as biomarkers and health‐related behaviours, 
date back to the Framingham study, which began in the United States 
in 19483 and published its first results in 1959.4‐6 Today, a number 
of different risk tables are available, usually employing a 10‐year 
outlook. In the United States, these include the Framingham scale,7 
the REYNOLDS risk score,8 and the American College of Cardiology/
America Heart Association (ACC/AHA) risk score.9 In Europe, the 
SCORE10 and QRISK11 scales predominate, and some countries are 
using population‐specific calibrated models.
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Abstract
Aims: To analyse the predictive capacity of 15 machine learning methods for estimat‐
ing cardiovascular risk in a cohort and to compare them with other risk scales.
Methods: We calculated cardiovascular risk by means of 15 machine‐learning meth‐
ods and using the SCORE and REGICOR scales and in 38 527 patients in the Spanish 
ESCARVAL RISK cohort, with 5‐year follow‐up. We considered patients to be at high 
risk when the risk of a cardiovascular event was over 5% (according to SCORE and 
machine learning methods) or over 10% (using REGICOR). The area under the receiver 
operating curve (AUC) and the C‐index were calculated, as well as the diagnostic ac‐
curacy rate, error rate, sensitivity, specificity, positive and negative predictive values, 
positive likelihood ratio, and number needed to treat to prevent a harmful outcome.
Results: The method with the greatest predictive capacity was quadratic discriminant 
analysis, with an AUC of 0.7086, followed by Naive Bayes and neural networks, with 
AUCs of 0.7084 and 0.7042, respectively. REGICOR and SCORE ranked 11th and 
12th, respectively, in predictive capacity, with AUCs of 0.63. Seven machine learning 
methods showed a 7% higher predictive capacity (AUC) as well as higher sensitivity 
and specificity than the REGICOR and SCORE scales.
Conclusions: Ten of the 15 machine learning methods tested have a better predic‐
tive capacity for cardiovascular events and better classification indicators than the 
SCORE and REGICOR risk assessment scales commonly used in clinical practice in 
Spain. Machine learning methods should be considered in the development of future 
cardiovascular risk scales.
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These scales assess cardiovascular risk based on survival anal‐
yses, with Cox proportional hazards models7‐9,11,12 that follow the 
Weibull distribution.10 The models assume a linear relationship be‐
tween predictors and outcomes, as well as risk predictors that are 
constant over time, making it difficult to detect complex interactions 
between them.13

Machine learning (ML) is a set of statistical techniques used to 
predict a quantitative (regression) or categorical (classification) vari‐
able. In general, these are supervised techniques used to predict 
one variable in a group of new observations. There is no intent to 
“explain” the behaviour of an outcome in the presence of different 
factors, but only to make the best prediction possible in the face 
of non‐linear relationships and complex interactions. Thus, these 
techniques are applicable to high‐dimensional problems, but some 
of them can also be considered black box methods in which they 
tend to conceal relationships between predictors and outcomes.14,15

ML encompasses common regression methods such as linear 
regression, logistic regression and Cox regression, but also lesser 
known models, including penalized regression, principal component 
regression, cluster analysis, discriminant analysis, nearest neighbour 
methods, neural networks, support vector machines, classification 
trees, bagging, boosting, and random forest regression, among oth‐
ers. These techniques are not new, but their use has seen an uptick 
because of recent advances in calculation capacity.16

Researchers have now begun to apply some of these tech‐
niques to predicting morbimortality in CVD. In Canada, one study 
compared five ML methods for predicting 30‐day mortality in pa‐
tients admitted for myocardial infarction or congestive heart failure 
(CHF),17 while investigators in the United States have compared 
neural networks versus the Framingham risk score for CVD risk pre‐
diction,18 assessed five methods for predicting mortality in patients 
with CHF,19 compared the power of two methods for predicting any 
cardiovascular event,20 and assessed diverse clinical risk scales for 
predicting coronary heart disease.21 There have also been studies 
elsewhere: in South Korea, comparing six risk prediction methods 
for CVD22; in China, examining six methods for predicting intrahos‐
pital mortality in patients with myocardial infarction23; and in the 
UK, comparing four methods versus the AHA/ACC scale.24

In Spain, clinicians tend to use the SCORE risk charts, on rec‐
ommendation from the Spanish Society of Cardiology and the 
Spanish Committee for Cardiovascular Prevention.25 In some re‐
gions of Spain, the REGICOR12 risk score—a local adaptation of the 
Framingham scale—is used. Clinicians are advised to assess risk at 5‐
year intervals in patients with at least one important risk factor, such 
as exposure to tobacco, diabetes, hypertension, or dyslipidaemia.26 
However, SCORE overestimates 10‐year cardiovascular mortality in 
the Spanish population,27 resulting in false positives that lead to un‐
necessary treatment as well as false negatives that fail to reflect in‐
dividuals’ real risk.24 In addition, SCORE for low‐risk countries seems 
to provide acceptable results when applied in a high‐risk country, 
whereas the version adapted for high‐risk countries overestimates 
true risk28. With this in mind, it is important to obtain cardiovascu‐
lar risk predictions with both high sensitivity and high specificity, as 

well as to perform risk estimations with a shorter outlook, such as 5 
years. Thus, this study aimed to compare the predictive capacity of 
15 machine learning methods versus the SCORE scale and REGICOR 
calibration of Framingham scale in a clinical practice cohort followed 
up for 5 years in Spanish primary care.

2  | MATERIALS AND METHODS

We designed an analytical observational study of the ESCARVAL 
RISK clinical practice cohort,29 following patients in primary care 
from	January	2008	to	December	2012.	The	study	cohort	consisted	
of patients aged 40 years or older and diagnosed with hyperten‐
sion, dyslipidaemia, or diabetes. Study variables were collected from 
patients’ e‐health records during the inclusion phase. The primary 
outcome of interest was all‐cause mortality or hospital admission 
because of stroke (International Classification of Diseases 9 [ICD‐9] 
codes 430‐438, 444) or ischemic cardiopathy (ICD‐9 410‐414). 
Hospitalisations and CVD mortality were assessed by reviewing 
hospital records and annual mortality data during follow‐up.

To calculate risk using all the ML methods and for the SCORE 
assessment, we included only the variables of age (years), sex (male/
female), total cholesterol (mg/dL), systolic blood pressure (mm Hg), 
and tobacco use (yes/no); for the REGICOR scale, we additionally 
included diastolic blood pressure (mm Hg), high‐density lipoprotein 
(HDL) cholesterol (mg/dL), and the presence of diabetes (yes/no). 
We did not consider other predictors, as our intent was not to build 
the best predictive model but to compare different techniques with 
the SCORE and REGICOR scales under the same conditions.

Statistical analyses were undertaken using the R statistical pro‐
gram v.3.5.0 (R project). With regard to the predictive procedures, we 
used the SCORE ‐ European Low Risk Chart, which is most appropri‐
ate for populations, such as the Spanish one, that are at low cardio‐
vascular risk,10 and the REGICOR risk score, as a local adaptation of 
the Framingham risk score.12 We also tested 15 ML methods (R func‐
tion used): Cox regression (coxph), penalized Cox regression (glmnet), 
Naive Bayes (naiveBayes), linear discriminant analysis (lda), quadratic 

What's known
• Current cardiovascular risk scores make difficult to de‐

tect complex interactions between predictors.
• Researchers have now begun to apply machine learning 

to predict morbimortality in cardiovascular disease.

What's new
• There are machine learning methods which showed bet‐

ter predictive capacity than the most commonly used 
methods for estimating cardiovascular risk in Spain.

• Machine learning methods should be considered in the 
development of future cardiovascular risk scales.
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discriminant analysis (qda), logistic regression (glm), penalized Logistic 
regression (glmnet), K‐nearest neighbours (kknn), linear support vector 
machines (svm), radial support vector machines (svm), single‐hidden‐
layer neural network (nnet), classification trees (rpart), bagging (bag‐
ging), AdaBoost (AdaBoostM1), and random forest (randomForest). 
We also carried out tests with random survival forest (rfsrc) but ran 
into problems of convergence. Where necessary, we standardised the 
variables and performed prior optimisations of control parameters 
as follows: for penalized Cox regression with the function cv.glmnet 
(nfolds = 10 and alpha = 1), for penalized logistic regression with the 
function cv.glmnet (nfolds = 10 and alpha = 0.9), for K‐nearest neigh‐
bours with the function train.kknn (kernel = ”rectangular”), for linear 
and radial support vector machines with the function tune.svm, for sin‐
gle‐hidden‐layer neural network with the function train (method = ”cv”, 
number = 5) and for classification trees with the function rpart 
(cp=0.0003). These methods are described in detail elsewhere.14,16,30

To estimate the predictive and classification capacity rigorously, 
we randomly divided the sample into two parts: 70% were used for 
the estimation of the models (training) and 30% for validation (test‐
ing). We assessed predictive capacity by calculating the C‐index for 
the Cox and penalized Cox regressions, as the time to the event is 
considered in the model, and by analysing the area under the re‐
ceiver operating curve (AUC) in the rest of the analyses, including 
SCORE and REGICOR. The 95% confidence interval (CI) was deter‐
mined in all cases.

To assess the quality of the classification, we used a 5% risk cut‐
off (indicating high cardiovascular risk) for SCORE and for all the ML 
methods, and a 10% cutoff for REGICOR.26,31 Applying this cutoff 
on the testing sample, we calculated the diagnostic accuracy rate, 
the error rate, sensitivity and specificity with 95% CIs, positive and 
negative predictive values, the positive likelihood ratio with 95% 
CI, and the number needed to treat to prevent a harmful outcome. 
Histograms are presented for cardiovascular risk according to each 
method used for calculation.

3  | RESULTS

The study sample included 38 527 patients (18 778 men, 48.7%) with 
a mean age of 55.8 years. The training sample consisted of 26 853 
(70%) patients, and the testing sample, 11 674 (30%) patients.

Figure 1 shows the histograms for estimated cardiovascular risk 
for each method; the worst‐performing methods in the distribution 
of risks were the linear and radial support vector machines and bag‐
ging. SCORE and REGICOR present similar risk histograms, although 
the density of risks is higher in the latter.

Table 1 shows the predictive and classification indicators. This 
table is organised in descending order of AUC values, so the method 
with the greatest predictive capacity is Quadratic Discriminant 
Analysis, with an AUC of 0.7086, followed by Naive Bayes and 

F I G U R E  1   Histograms for 5‐year risk 
of cardiovascular event by prediction 
method
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Neural networks, with AUCs of 0.7084 and 0.7042, respectively. Of 
the 15 ML methods analysed, three present AUC values of less than 
0.6. In descending order, these are: Bagging, Radial Support Vector 
Machines, and Linear Support Vector Machines; the latter two did 
not show significant predictive capacity with our data. REGICOR 
ranked 11th and SCORE 12th, with AUCs of 0.6342 and 0.6333, 
respectively.

With regard to classification indicators, the method garner‐
ing the highest diagnostic accuracy rate was REGICOR, at 87.6%, 
followed by SCORE at 85.8%. Although specificity was high with 
both	methods	(≥	90%),	sensitivity	was	very	low	(<	20%).	The	seven	
methods with the highest AUC values (all > 0.70) presented similar 
sensitivities (> 70%) and specificities (> 55%). These seven meth‐
ods showed a 7% higher predictive capacity (AUC) than SCORE and 
REGICOR.

4  | DISCUSSION

The results of this study suggest that 10 of the 15 machine learning 
methods tested have a better predictive capacity for cardiovascu‐
lar events and better classification indicators than the SCORE and 
REGICOR risk assessment scales commonly used in clinical practice 
in Spain.

REGICOR and SCORE showed similar predictive and classifica‐
tion capacities, even though REGICOR considers three additional 
variables (diabetes, diastolic blood pressure, and HDL cholesterol). 
However, there are 10 ML techniques with better predictive capac‐
ity than either of these risk assessment tools. Quadratic Discriminant 
Analysis was the best technique according to our analyses, outper‐
forming SCORE and REGICOR with a 7.5% difference, while the top 
seven methods showed about a 7% improvement over the usual risk 
scores (Table 1).

To our knowledge, this is the first study comparing the predic‐
tive capacity of ML methods with SCORE and REGICOR in a routine 
clinical practice cohort in Spain. Another study compared the algo‐
rithm for risk estimation proposed by the ACC/AHA versus four ML 
methods in a British cohort, showing that ML procedures improved 
cardiovascular risk prediction by up to 3.6% (for neural networks)24. 
In another investigation using data from the MESA study, researchers 
found that ML methods had a 7.7% higher predictive capacity than 
standard methods for assessing the 10‐year risk of atherosclerotic 
cardiovascular disease21. There is also evidence that ML methods 
improve predictive capacity for intrahospital mortality23 and CHF 
mortality19 compared with standard tools. With regard to the worst 
prediction methods in this context, our results are consistent with 
those reported by Kim et al.22 in finding that support vector machines 
do not produce a significant predictive value. Moreover, they come 
at a high computational cost, requiring prior optimisation of control 
parameters.

As shown by our analyses, ML techniques represent an improve‐
ment over standard risk assessment scales in terms of predictive 
capacity when using the same variables. We have thus entered a 

new technological era in which calculation capacity is sufficient to 
apply complex ML methods in large populations, based on multiple 
and interacting predictors, using data collected from e‐health re‐
cords13. It is therefore possible to fit ML models that achieve high 
predictive and classification capacity, improving the low sensitivity 
of traditional scales that fail to identify many people at high risk of 
cardiovascular events and enabling better control of their individual 
risk factors, with positive implications for the prevention of possible 
cardiovascular events.

4.1 | Strengths and limitations

The use of the same predictors and the same population for both 
the ML methods and the SCORE risk chart ensures the compara‐
bility of the predictive and classification indicators. The validation 
of the methods in a random testing sample—uninvolved in the es‐
timation of the parameters—was used to ensure the comparability 
of the AUC.

One limitation could be that the SCORE and REGICOR end‐
points are not exactly the same, as SCORE is used to predict 
cardiovascular mortality and REGICOR, cardiovascular morbimor‐
tality. However, both scales are of great interest, as these are the 
most frequently used instruments to estimate general cardiovas‐
cular risk in Spain. To calculate classification indicators, we used a 
5% risk cutoff for SCORE and a 10% risk cutoff for REGICOR, as 
recommended by the authors and minimising the conceptual dif‐
ference between the endpoints. The endpoint of the ESCARVAL 
RISK study is cardiovascular morbidity and all‐cause mortality, 
which is closer to the REGICOR endpoint.

On the other hand, some of these methods might not provide 
an explicit relationship between predictors and outcomes and could 
be black box methods: Neural Networks, Support Vector Machine, 
K‐Nearest Neighbours, Bagging, AdaBoost y Random Forest. This 
might be a limitation for clinical practice. However, the rest of meth‐
ods (discriminant analysis, Naive Bayes, logistic and Cox regression, 
classification) provide this relationship, therefore, the risk score for 
each predictor could be calculated for clinical practice. Only two of 
the top seven top machine learning methods could be considered 
black box methods.

5  | CONCLUSIONS

The top seven machine learning methods were Quadratic 
Discriminant Analysis, Naive Bayes, Neural Networks, AdaBoost, 
Linear Discriminant Analysis, Logistic Regression and Penalized 
Logistic Regression, which showed better predictive capacity than 
the usual risk scores. Thus, ML methods should be considered in the 
development of future cardiovascular risk scales.
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