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Abstract: Understanding the environment is an essential ability for robots to be autonomous. In this
sense, Convolutional Neural Networks (CNNs) can provide holistic descriptors of a scene. These
descriptors have proved to be robust in dynamic environments. The aim of this paper is to perform
hierarchical localization of a mobile robot in an indoor environment by means of a CNN. Omnidirec-
tional images are used as the input of the CNN. Experiments include a classification study in which
the CNN is trained so that the robot is able to find out the room where it is located. Additionally,
a transfer learning technique transforms the original CNN into a regression CNN which is able
to estimate the coordinates of the position of the robot in a specific room. Regarding classifica-
tion, the room retrieval task is performed with considerable success. As for the regression stage,
when it is performed along with an approach based on splitting room:s, it also provides relatively
accurate results.

Keywords: CNNs; classification; localization; mobile robots; omnidirectional images; transfer
learning; regression

1. Introduction

Localization is an essential ability for a mobile robot to be autonomous. In order to
tackle high level tasks, a mobile robot must be able to create a map of the environment,
localize itself in this map and perform a path planing strategy in this environment.

To explore the environment the robot must be provided with a sensor system that
captures information around it. There exists extensive research related to sensors used with
mobile robots, such as SONAR, laser, GPS or cameras [1-4]. Among them, vision systems
have significantly attracted the attention of the scientific community [5-7]. Compared
to other kinds of systems, cameras are relatively cheap devices and they are capable of
extracting a high amount of information from the environment. This work is based on the
use of omnidirectional cameras due to their wide field of view since them provide in one
single image, 360° information around the robot.

These sensors along with others already mentioned such as SONAR or lasers can
provide a precise, robust and economic solution to localization when combined with current
Artificial Intelligence (Al)-based visual recognition technologies [8,9], which constitute
another growing sector.

The efficiency of omnidirectional images in mapping and localization tasks depends
basically on how the visual information is described. Many description methods have
been used in mapping tasks carried out by mobile robots [10,11]. Some of these methods
extract characteristic points of the environment and an associated descriptor containing
certain information that provides invariance to many changes such as lighting, point of
view and other transformations. Some of the most used methods are descriptors based on
local features such as the scale-invariant feature transform (SIFT) [12], which extracts and
describes characteristic points invariant to rotation, scale and change of lighting conditions.
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Speeded up robust features (SURFs) [13] is based on SIFT points but with more robustness
to translation changes and less computational cost.

Other methods are based on global descriptors [14]. The descriptor encodes the infor-
mation of the whole image instead of only local information. This is the case of Principal
Components Analysis (PCA) [15] and methods based on Deep Learning techniques [16,17].

Deep learning is a branch of the artificial intelligence (Al) that in recent years has
experienced great improvements due to its potential and hardware development. Deep
learning includes tools such as Convolutional Neural Networks (CNNs) that, despite their
often computationally expensive training process, have shown excellent results in image
classification tasks and recognition [9,16-18]. These algorithms allow applying filters in
order to extract global descriptors of the input image.

Broadly speaking, the architecture of a CNN consists of an input layer, hidden layers
and an output. However, different CNNs architectures can be found in the literature
according to the number and typology of the hidden layers and the way they are connected.
The selection of the most suitable CNN architecture depends on the task to be performed.
For example, some of them such as GoogleNet, ResNetm, VGG or AlexNet are remarkable
according to their excellent results in classification [14,19-21].

Omnidirectional images in visual navigation are in widespread use [22-25]. For
example, Tanaka et al. [22] propose the use of omnidirectional images to find a solution
for the localization of a mobile robot. In particular, they use the panorama obtained from
the captured image and perform a correlation method that is then refined using a Kalman
filter by incorporating the dynamic information of the robot model. Furthermore, Huei-
Yung and Chien-Hsing [23] present a technique for localization of mobile robots based on
image feature matching from omnidirectional vision. They estimate the camera motion
trajectory based on the catadioptric projection model and create a parallel virtual space
simulating the environment in the real world. Compared to these previous works, which
use handcrafted features to describe the scenes, our paper presents a different approach.
The main contribution of the present paper is a solution to the localization of a mobile robot
using deep learning techniques. In this work, two different kinds of CNNs are trained.
First, a CNN is trained for classification in order to solve a coarse localization, i.e., to obtain
the room or area where the robot is located. Second, for each room or area, a regression
CNN is trained to perform a fine localization. Each of these regression CNNs estimates the
position of the robot in a specific room or area (X and Y coordinates). Finally, a splitting
method for improving the localization in large areas is proposed. This method leads to
more precise results in larger areas.

The remainder of the paper is structured as follows. Section 2 presents state of art of
CNN s in feature extraction and localization. Then, Section 3 describes the training process
we propose training the CNNs with a twofold purpose, to solve the hierarchical localization
problem: (a) detection of the room or area where the robot is and (b) estimation of the
coordinates of the position of the robot in the previously retrieved zone. Section 4 presents
the dataset used in our experiments, which is specially intended for testing localization
algorithms under real operation conditions. Then, Section 5 shows the experiments per-
formed related to the classification stage as well as fine localization. Some improvements
to enhance the localization results are also displayed. Finally, conclusions and future works
are presented in Section 6.

2. Convolutional Neural Networks

Convolutional Neural Networks (CNNs) emerged in 1989 showing great potential in
computer vision tasks [26]. Since then, a large number of innovations have made it possible
to adapt these networks to challenging current problems with more complex input data.

2.1. Feature Extraction Using CNNs

AlexNet architecture was presented in 2012 [18] and was a great milestone in the
area [19], since until then the use of CNNs was limited basically to the recognition of
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written digits due, mostly, to the hardware limitations of that time. AlexNet is considered
by some authors as the first deep convolutional net [9]. This net increased the depth from
5 layers (LeNet [27]) to 8, thus allowing to extend itself to more categories. The more depth
a network presents, the better the capacity to adapt to a large number of categories. In
addition, the ReLu activation function was employed, which eliminated the gradient fading
problem. All this contributed to the network showing excellent results in the ImageNet
database ranking. This successful performance was mainly due to the depth of the network,
which, despite the high computation time, could be trained and utilized thanks to the use
of GPUs in parallel. After that, the ResNet architecture introduced the tendency to skip
connections between layers [28] and VGG presented a great performance with the extraction
of characteristics at low resolution [29]. Nowadays, there are many different architectures
and the quality of their performances depends on the specific application and the variety
of training data. A common tendency is to merge different architectures to compensate for
deficiencies of one net with the benefits of the other as in the example of Inception-Resnet
(Inception v4) [30]. The improvements and innovations in the architectures together with
their great potential have favored their presence in many technologies such as robotics.
In fact, CNNs have become one of the most popular methods to extract information from
images in supervised learning vision applications. For example, da Silva et al. [31] use
a CNN to obtain descriptors from omnidirectional images as an approach to solve the
localization and navigation problem for mobile robots.

CNN:s are trained using a multitude of different images and therefore they have shown
robustness to changes in rotation, translation, scale and deformation in images [32,33]. It is
worth noting that, regardless the final task for which the CNNs are designed, intermediate
layers extract relevant information, i.e., the information in each of these layers can be
considered as a global-appearance descriptor of the input image. This means that these
descriptors can be used for other tasks or even complement the information of the output
layer. For example, Kanezaki et al. [34] use a CNN to categorize objects from multi-view
images and estimate their positions. Another example is the work of Stinderhauf et al. [35]
that introduces a real-time place recognition algorithm by using different layers from CNNs
to carry out the localization in large maps.

Additionally, some CNNs have been specifically designed to obtain relevant regions
and descriptors of the images. This is the case of Region based CNNs (R-CNNs) presented
in [36] which apply deep learning to object detection. Later, a series of improvements
have emerged, as is the case of the fast R-CNN [37], the faster R-CNN [38], and the mask
R-CNN [39]. The fast R-CNN performs the CNN forward propagation only on the entire
image instead of doing it for each region as the R-CNN. This avoids overlaps between
independent features reducing the computation cost. Then, the improvement of faster
R-CNN over R-CNN is the replacement of the selective search of R-CNN with a region
proposal network without loss of accuracy. Finally, the mask R-CNN is based on the faster
R-CNN and is useful in the training stage, specially when detailed labels are used such as
the pixel-level positions. In this case, the mask R-CNN is able to take advantage of such
detailed labels to improve the accuracy of object detection.

2.2. CNN:s for Localization

As mentioned before, autonomous robots are those capable of recognizing the envi-
ronment and moving through it. In this context, localization is an essential problem that
mobile robots should solve. The localization task consists in estimating the position and
orientation of the robot in the environment. To achieve this, a model of the environment
is needed. Regarding the modeling of the scene, different solutions can be found in the
literature. Some examples use local features such as [40] that proposes a tracking method
for mobile robot navigation in natural environments. Particularly, they use ORB (Oriented
FAST and rotated BRIEF) and CenSurE (Center Surround Extremas) for feature extraction
and SURF (Speeded-Up Robust Features), ORB, and FREAK (Fast Retina Keypoint) for
feature description. Other authors propose the use of global-appearance descriptors that
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consider the whole input image instead of only local information. In this sense, Ref. [41]
presents a comparative analysis of some global-appearance descriptors used for mapping.

CNN:s also offer a solution to the localization of mobile robots. Particularly, we can
find many works with successful results using visual information to solve these tasks
using CNNs. For instance, Sinha et al. [42] propose a CNN to process information from a
monocular camera and develop an accurate robot relocalization in environments where
the use of GPS is not possible. Paya et al. [43] propose the use of CNN-based descriptors to
create hierarchical visual models for mobile robot localization. More recently, Xu et al. [44]
propose a novel multi-sensor-based indoor global localization system integrating visual
localization aided by CNN-based image retrieval with a Monte Carlo probabilistic local-
ization approach. Chaves et al. [45] propose a CNN to build a semantic map. Concretely,
they use the network for object detection in images and, then, the results are integrated in
a geometric map of the environment.

3. Solving Hierarchical Localization By Means of a Classification CNN and
Regression CNNs

As mentioned before, the main contribution of this paper is a solution to the localiza-
tion of a mobile robot using CNNSs. Specifically, a classification CNN is used to carry out
a coarse localization and then a regression CNN performs a fine localization. In the first
stage, the solution of the classification CNN is the room where the robot is located. In the
second stage, the position of the robot is estimated more precisely inside this room, since
the regression CNN estimates its X and Y coordinates. This section describes these two
stages in detail. Section 3.1 describes the complete procedure of the localization method.
Section 3.2 focuses on the first stage, where a classification CNN performs a coarse local-
ization. Then, the second stage is described in Section 3.3, where a regression CNN per
room is trained to carry out a fine localization in the room retrieved in the first stage. The
experiments and results regarding each one of the stages of the localization procedure will
be presented in Section 5.

3.1. Visual Localization of a Mobile Robot

In order to solve the localization of the robot, we used a dataset as an input. To obtain
this dataset, a collection of images were captured when the robot describes a trajectory
in the environment of interest. This environment is an indoor building consisting of
several rooms or zones. The coordinates of the position of the robot from which each
image is captured are known (ground truth). Then, the localization of the robot is solved
hierarchically, as follows:

1.  The robot captures an image from an unknown position (test image);

2. An estimation of the area where the robot is located is performed. To carry out this,
we use a CNN trained to solve a classification problem, whose architecture will be
detailed in Section 3.2;

3. Restricted to the area extracted in the previous step, the coordinates of the point from
which the image was captured are estimated. To this end, a CNN trained to solve a
regression problem is used, as described in Section 3.3.

In this way, in order to solve the hierarchical localization problem, a unique clas-
sification CNN is created. Additionally, a regression CNN is created for each room of
the environment. When the robot captures a new image from an unknown position (test
image), this image is firstly introduced in the classification CNN. As a result, the CNN
outputs the room where the robot is located (coarse localization). After that, the regression
CNN of that room is selected, the test image is introduced in this CNN and the result is an
estimation of the X and Y coordinates of the robot in this room (fine localization).

3.2. Coarse Localization Stage Using a Classification CNN

As mentioned in Section 3.1, first we performed a coarse estimation of the location
of the robot by detecting only the area where the robot is. This was carried out using a
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CNN trained for classification. Given a base CNN, we used the transfer learning technique
consisting of retraining a pre-trained network to address a different problem with a new
set of images, that is, reusing the architecture, weights and parameters of a CNN which
already works properly as starting point to build a new CNN with a different purpose
(classification of omnidirectional images corresponding to an indoor environment). The
main advantage of using this technique is that we can benefit from the intermediate layers,
since their parameters have been tuned using a large number of images. Thus, the problem
is reduced to adapting the initial and/or final layers and retraining with the new set of
images so that the new CNN is able to solve the new problem. This technique considerably
reduces the amount of time for training and even leads to better results than creating a new
network from scratch. In this case, we re-trained the AlexNet network. We transformed
the initial layers to adapt them to an input of a 640 x 480 pixel omnidirectional image
and the labeling of the output has been transformed to a one-hot vector that identifies
the location area. This will be detailed in Section 4, considering the characteristics of the
dataset captured in the indoor environment.
During the training process, a set of hyperparameters are tuned:

*  Epochs: these define the number of times that the learning algorithm will run through
the entire training dataset;

e Initial Learn Rate: this controls how much the model has to change in response to the
estimated error each time the weights are updated;

e  Optimization algorithm: this changes the attributes of the CNN in order to reduce
the losses;

*  Loss function: this is an error function that can be used to determine the loss of
the model and, as a consequence, update the weights to reduce the loss in the
sucesive iterations;

*  Batch size: this determines the number of samples that will be passed through to the
network at one time.

The details of the tuning of these hyperparameters and sensitive tests will be shown
in Section 5.

3.3. Fine Localization Stage Using a Regression CNN

After a coarse estimation of the pose of the robot (area of location), a fine estimation
was performed. The objective then was to use the CNN to estimate the robot coordinates,
i.e., the precise position of the robot. In order to achieve this, we propose addressing it as
a regression problem. To this purpose, the space is divided in different zones according
to their similarity from the visual point of view. Then, a CNN is created for each one of
these zones. At this point, given an input image (test image), the objective is to estimate, as
output, the coordinates of the point where that image was taken (localization). In this case,
since the CNN was designed for classification, some modifications should be made. First of
all, now the output is not a hot vector but two values: X and Y coordinates. Therefore, the
output layers should be modified. Regarding the transfer learning technique, we continued
taking advantage of an existing CNN and therefore we obtained the coordinates of the
robot using the feature information. This is explained in more detail in Section 5.

4. Data Base

The COLD database [46] provides suitable datasets to evaluate localization algorithms,
since sensor data were captured by a mobile robot under real operation conditions (people
occluding partially the images, blur effect, etc.) and the structures led to visual aliasing,
which is very usual in indoor environments. Moreover, these datasets also permit testing
the influence of the algorithms under changes of illumination conditions.

The images were captured both in rooms that present a repetitive structure and there-
fore, some visual similarity (such as corridor, toilets, etc.), and also in some other more
specific rooms, which present visually distinctive characteristics. Furthermore, the Freiburg
dataset presents two parts of the laboratories separately. Those parts are completely inde-
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pendent and they are not related; hence, they can be considered as different environments.
The present work was conducted by using the part A of the Freiburg dataset, since it is
composed by five rooms that are present in every dataset (usual rooms). The trajectory
studied is the path followed by the robot that visits 5 out the 9 rooms which compose the
environment. The map of the proposed dataset is shown in [47] and it is entitled Part A. For
this work, the trajectory studied was the one depicted with the blue dashed lines. Table 1
shows the abbreviation code, name and number of images for each evaluated room. As for
appearance of the omnidirectional images, three examples are shown in Figure 1. These
images were captured, respectively, under three different illumination conditions. In the
present work, the omnidirectional images were used directly as they were obtained, i.e.,
they were not processed to obtain either a panoramic image nor a set of monocular images.

Table 1. Number of images for each room and for each illumination condition.

Number of Images

Code Room Name
Cloudy Sunny Night
1-PA Printer area 692 985 716
2-CR Corridor 2472 3132 2537
8-TL Toilet 683 854 645
9-ST Stairs area 433 652 649
5-2PO1 Office 609 745 649
- Total 4889 6368 5196

(b)

Figure 1. Sample omnidirectional images from the Freiburg dataset, part A. The images were

captured under (a) cloudy, (b) night and (c) sunny illumination conditions.

Concerning the robot and the acquisition system in the Freiburg dataset, the images
were captured by a robot equipped with a visual catadioptric system, a SICK laser sensor
and encoders in the wheels. The visual system is composed of monocular standard images
and omnidirectional images. The omnidirectional images capturing process is based on
the use of a hyperbolic mirror. The images are captured with a frame rate of 5 images/s
and the robot moving with an average speed of 0.3 m/s. The ground truth information is
provided by the laser sensor. The dataset also provides a label per image, which indicates
the room from which it was captured. In this sense, each image is labeled with a string
array (code of the room). For example CR-A, PA-B, where CR and PA are the abbreviation
code (corridor and printer area) and A or B determines the part of the laboratory. The
labeling was transformed from a string array to one-hot vector, with the aim of using
the information to carry out the training of the CNN for classification (in this case, room
retrieval). Hence, the labeling transformation is arranged as shown in Table 2.
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Table 2. Labeling transformation. The room information label is transformed to one-hot vector with
the aim of addressing the CNN classification training.

Code One-Hot Vector
CR [1,0,0,0,0]
PA [0,1,0,0,0]

2PO1 [0,0,1,0,0]
ST [0,0,0,1,0]
TL [0,0,0,0,1]

5. Experiments

In the present section, the batch of experiments are presented in two main blocks.
First, Section 5.1 presents the results regarding the use of the CNN to address the room
retrieval task by means of a CNN (coarse localization). Second, Section 5.2 presents the
results obtained with the regression CNNs with the aim of estimating the position of the
robot within the retrieved room (fine localization). The experiments have been carried out
through Python 3 programming by using the Colab tool, which provides a 12 GB NVIDIA
Tesla GPU and with up to 25 GB of RAM.

5.1. Results of the Coarse Localization Stage

This section shows the results of the coarse localization stage proposed. Concretely,
Section 5.1.1 focuses on the training process and the selection of hyperparameters and
Section 5.1.2 shows the results of the classification process.

5.1.1. Training Process of the Classification CNN

A transfer learning process was carried out with the aim of re-training the AlexNet
network and address the room retrieval classification task. The training of the model was
carried out with the Colab tool and a sensitivity analysis was performed to set the optimal
value of the the following hyperparameters as follows:

e 30epochs;

e Initial Learn Rate: 0.001;

¢  Optimization algorithm: Adam;

*  Loss function: Categorical cross entropy loss;
*  Batch size: 50.

This section describes the process followed to set the values of each one of the hy-
perparameters showed above. Concerning the number of epochs, preliminary studies
performed in a local computer with limited resources established this hyperparameter as 5.
The accuracy obtained was around 54%. As a consequence, it turned out to be necessary to
increase that value and, thus, to perform the training with a more powerful machine. As
for the optimization algorithm, the choice of Adam is supported by the broad use of this
method by the scientific community due to its effectiveness and computational efficiency
in a number of applications [18]. This justifies the selection of this algorithm. As for the
initial learn rate, this hyperparameter is considered one of the most crucial. A high value
of this hyperparameter can imply that the network is not capable of learning and a low
value can imply a low learning speed. Therefore, the dynamic performed in this work to
tune this value has been to establish initially a default value and then reduce it in later
epochs as the network is learning, thus leading to the value selected. Finally, regarding the
loss function, the cross entropy is the suitable option since the union of this function with a
softmax activation function provides a value that indicates how likely it is that the input
image belongs to a specific room. This feature makes this function suitable for the desired
task. The definition of the cross entropy loss is shown in Equation (1).

C
CE = -} tilog(f(s):) M



Appl. Sci. 2021,11, 7521

8of 17

where C is the number of output neurons, s the vector of scores, f is the one-hot vector
with a positive and negative classes and f(s) is the softmax function that squashes the
output scores s in the range (0, 1). The outputs of this function can be interpreted as
class probabilities.

5.1.2. Results of the Classification CNN

Once the training is completed by using the augmented cloudy dataset, the resultant
CNN was evaluated and the accuracy reached was 98.11% (i.e., percentage of times that
the trained CNN retrieves correctly the room from which the input image was captured).
Figure 2 shows the confusion matrix obtained. From this figure, the conclusion reached
is that despite the fact that some errors appear, they are mostly due to confusions with
images captured in transition areas between different rooms. For example, images from
the corridor are retrieved as printer area, office and stairs area (which are adjacent to the
corridor), but they are never predicted as toilet (which is totally disconnected from the
corridor). Nonetheless, 21 images from the office room were retrieved as printer area
despite the fact that those rooms are not adjacent. This may be due to the appearance
similarity between them. Despite these few mistakes, the hit rate is significantly high.
The high accuracy rate is noticed more clearly in the trajectory maps shown in Figure 3.
First, Figure 3a shows the capture point of each test image with blue color, in case that the
CNN correctly retrieves the room and with red color in case of wrong retrieval. Second,
Figure 3b shows these capture points with different colors that indicate the room that the
CNN has retrieved for each test image. Hence, from these results, the conclusion is that the
CNN is properly trained to tackle the room retrieval task.

Confusion matrix

ST 5 3 1 0
0.06% 0.04% 0.01%  0.0%
20 21 0 0
2PO1 349 0.25%  0.0% 0.0% H
1089
R 45 3 0 0
- 0.54%  0.04% 0.0% 0.0%
g
o
©
o 34 0 0 4
& TL 0.41%  0.0% 0.0% 0.05%
0 0 0 23
PA 0.0% 0.0% 0.0%  0.28%
SN ,ﬁo” & N N\s @\f‘
Actual o>

Figure 2. Confusion matrix of the room retrieval classification. These results were obtained by using
the trained CNN and the augmented dataset of images captured with cloudy illumination. The rows
define the real room of the images and the columns the prediction addressed by the network.
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® Printer Area
® Corridor

® Office

® Stairs Area
@ Bathroom -10

Figure 3. Trajectory maps. (a) The correct (blue) and the wrong (red) retrievals tackled by the
developed CNN. (b) The room retrievals done along the trajectory. Each room has been assigned
a different color (e.g., the red color indicates the images that have been retrieved by the CNN as
belonging to the printer area). Apart from the expected mistakes in the transition areas, there is some
confusion between the printer area (red color) and the office (green).

5.2. Results of the Fine Localization Stage

This section focuses on the fine localization of the robot. Once the classification CNN
identifies the room where the robot is located, the regression CNN of this room is selected
to obtain the fine localization of the robot, i.e., its X and Y coordinates. This section presents
the results obtained in the second stage (fine localization). Section 5.2.1 presents the details
of the training of the regression CNNs and Section 5.2.2 shows the results obtained in the
fine localization stage.

5.2.1. Training Process of the Regression CNNs

In the present subsection, instead of a classification task, we focus on addressing a
regression task. That is, once the CNN is properly trained for room retrieval purposes, the
next step consists in carrying out the transfer learning and re-training of the network with
the aim of estimating the position of the robot in the ground plane (i.e., the coordinates X,
Y). In this sense, since the network was designed for classification, it is necessary to carry
out some modifications in the architecture. Moreover, a new network is developed for each
room and, in some cases, several networks for different parts of a single room, with the aim
of improving the performance, as explained later in this section. The objective output of the
network is not a one-hot vector, but two values: coordinate X and coordinate Y. Hence, the
labeling should be adapted for the new training. The coordinates will be output through
two perceptrons with the aim of fitting best each one to its loss function. Additionally;,
the labels will be normalized, since the different ranges of the coordinates could affect the
weights of the final error function. The labels for training are the X and Y coordinates,
obtained from the ground truth of the database. The normalization procedure is performed
independently for each coordinate and for each room. These values are ranged between 0
and 1.

Concerning the transfer learning, as explained in previous sections, this technique
is useful to save training time, since the most of the layers are already tuned to address
a similar problem. In this case, the previous CNN was trained with the aim of obtaining
robust holistic descriptors from the omnidirectional images and then use that information
to carry out a classification (room retrieval) task, as shown in Section 5.1.2. In this new task,
the objective consists in using the feature information to estimate the coordinates of the
capture point of the test image. Therefore, the featuring part of the CNN can be kept and
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only the classification part is modified. Figure 4 shows the the architecture that we use to
perform the regression task. It is obtained after applying the proposed changes to the CNN
developed for room retrieval (transfer learning). In this figure, we show with green color
the layers that are kept from the classification CNN (both these layers and their parameters
are kept), and with blue color the layers that are changed from the original classification
CNN to obtain the regression CNN.

Input Input
Shape=(480,640,3) Shape=(480,640,3)
Convolutional Convolutional
| |
MaxPooling MaxPooling
Convolutional Convolutional
7 Parameters -
MaxPooling [ |MaxPooling
1 Il
Convolutional Convolutional
[ |
Convolutional Convolutional
1 Il
Convolutional Convolutional
1 I
MaxPooling MaxPooling
GlobalAveragePooling GlobalAveragePooling

Figure 4. Transfer learning process addressed from the CNN for the room retrieval task (left) to
develop the CNN that estimates the the X, Y coordinates (right).

5.2.2. Results of the Regression CNNs

After training the networks, their performances were analyzed and the localization
results are summed up in Table 3. Additionally, to assess the performance of the method,
the following values are included in the table: the average, maximum and minimum
error, along the X-axis, along the Y-axis and global (error measured as Euclidean distance).
Additionally, the deviation of the error is included in the table. The X and Y axes can be
seen in Figure 5. Regarding the performance for the stairs area, the X coordinate results are
good, but the Y coordinates are worse, because they reach extreme values. Nevertheless,
the deviation value is low, and hence the extreme values can be aisle cases. Concerning
the performance related to the toilet, the average error is similar for both coordinates and
they are relatively low. The deviation values are also low. Hence, the CNN trained for
this room exhibits good performances. As for the corridor, the table shows that despite
the low average error values, there are extreme error values. This is also noticed by
observing the deviation values. From these results, it is concluded that this room needs
a special treatment with the aim of obtaining a network capable of addressing the pose
estimation more accurately. Regarding the printer area, the related error values are accurate
enough, since the average error for the euclidean distance is around 30 cm and the training
images presented an average distance of 20 cm. Furthermore, the deviation values are not
significantly high. Last, concerning the office, the results shown in the Table 3 are not good
enough if we take into consideration the size of this room. This drawback can be introduced
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because the trajectory addressed by the robot in the test dataset differs substantially from
the trajectory addressed during the training.

Table 3 also shows a column with the average results for the five rooms. Moreover,
Figure 5 shows the trajectory map of the ground truth data and the pose estimations
provided by the CNNSs. In general, pose predictions fit real poses. There are critical
results concerning the office and the extreme parts of the corridor. In these areas, the
predictions are significantly inaccurate. Therefore, improvements should be addressed in
those two rooms.

Table 3. Localization results performed by the regression CNNs. Results (errors in the estimation and deviations, as

detailed in the left column) are presented separately for coordinate X and coordinate Y and globally for both coordinates

(Euclidean distance).

Room
Stairs Toilet Corridor Printer Area Office Average
Average error X (m) 0.0738  0.0823 0.8753 0.1466 0.1828 0.4523
Average error Y (m) 0.1033  0.0814 0.0902 0.2245 0.328 0.1452
Maximum error X (m) 0.4254  0.4999 7.1901 0.4312 0.3991 7.1901
Minimum error X (m) 0.0014  0.0005 0.00014 0.0012 0.0026 0.0001
Maximum error Y (m) 0.755  0.4061 0.5747 0.652 0.8784 0.8784
Minimum error Y (m) 0.0003 0.0001 552x107° 0.0008 9.78x107° 553 x107°
Maximum error Euclidean distance (m) 0.7557  0.5207 7.1907 0.6606 0.9152 7.1907
Minimum error Euclidean distance (m)  0.00768 0.006 0.0169 0.0342 0.0569 0.006
Average error Euclidean distance (m) 0.1398 1.313 8.9920 2.9280 0.4011 0.5315
Error deviation in X (m) 0.0678  0.0852 1.2302 0.1081 0.1034 0.8979
Error deviation in Y (m) 0.1339  0.0813 0.0944 0.1514 0.2181 0.1586
Error deviation Euclidean distance (m) 0.1382  0.1005 1.2199 0.144 0.1961 0.8801

5.2.3. Improvement of the Regression CNNs

As presented above, after analyzing the results output by the regression CNNs, the
networks of some of the rooms are not able to provide successful position estimations.
Therefore, the aim of the present subsection is to propose some additional operations to
improve the results. This subsection focuses on improving the regression CNNss related to
the corridor and the office, since their related results were the worst among all the rooms
within the environment.

First, regarding the office, Figure 5 shows that the trajectory in this room is mainly
distributed along the Y-axis (and therefore, the error along this axis is relative high, as
shown in Table 3). Taking this fact into account, we propose splitting this room into two
zones. An automatic splitting has been used by applying a spectral clustering approach in
a similar way as it was done in [48]. After addressing the split, two regression CNNs were
independently trained to carry out the position estimation task in each of the two zones.
As for the room retrieval, two alternatives can be given: either retraining the classification
CNN considering the office as two independent rooms (i.e., considering six rooms in
total), or applying an intermediate step which retrieves the proper part of the office after
retrieving the room and before estimating the robot position within the room. The results
obtained are shown in Figure 6. From it, the conclusion reached is that the results obtained
by applying a room division present a significant error reduction.
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Figure 5. Global representation of the coordinates. The orange points represent the ground truth and
the blue points are the estimations made by the regression CNNs from each test image.
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Figure 6. Results for the office pose estimation reached by applying the proposed method to improve

the accuracy of the regression CNN.

Concerning the corridor room, the main errors were observed along the X axis. Hence,
in this case, similar to the solution presented for the office room, an automatic split of the
room is addressed by means of a spectral clustering method. Due to the length of this

room, it was split into five areas.
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After carrying out the division and training of the regression CNNs (one per area), the
pose estimation is performed in the corridor room. The results are shown in the Figure 7.
From it, the conclusion reached is that the errors are considerably reduced. Despite the
fact that the average error has been reduced, the maximum error is still relatively high.
Furthermore, the standard deviation has also been reduced; hence, there is a lower number
of extreme cases. This room division presents an improvement along the X axis.

Improvement comparison Corridor
2.5

15
0.5 II
0 II 1 | — II II | ] | II

Avg. Avg. Max. Min. Max.  Min. Max. Min. Avg. DeviationDeviation Deviation
ErrorX ErrorY ErrorX ErrorX ErrorY ErrorY Error  Error Error  ErrorX ErrorY Error
Distance Distance Distance Distance

N

Error (m)

-

¥ Original = |mprovement

Figure 7. Results for the office pose estimation reached by applying two improvement methods to
increase the related regression CNN accuracy.

To evaluate the quality of the groups of images considered in this splitting strategy,
the silhouette parameter is considered. It provides information about how compact the
clusters are, that is, the silhouette parameter measures the degree of similarity between the
instances within the same cluster and at the same time the dissimilarity with the instances
which belong to others clusters. The values are in the range [—1, 1] and the higher it is, the
more compact the clusters are. Figure 8 shows the silhouettes values obtained for office
and corridor for a number of divisions between 2 and 8. As we can observe, the maximum
values are reached for 2 and 5 divisions, respectively. In addition, Figure 9 shows the
labeling made by the spectral clustering approach in office and corridor. This information
is processed according the axis of interest (Y for office and X for corridor) and then, the
splitting of the information is carried out, respectively, on the axis of interest.

Silhouette
0.5 T

T
= corridor
=== office

0.15

. . . . .
2 3 4 5 6 7 8
Number of divisions

Figure 8. Results of the divisions by means of a spectral clustering method for office and corridor.
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Figure 9. Clusters obtained with spectral clustering for (a) corridor with 5 divisions and (b) office
with 2 divisions.

6. Conclusions and Future Works

This paper presents a study about the use of CNNs to carry out the hierarchical
localization by means of omnidirectional images in indoor environments. A classification
CNN is trained to address the room retrieval by using a transfer learning technique.
Additionally, transfer learning is used again to transform the CNN in a regression CNN
and thus addressing the pose estimation within a specific room. The architecture of the
network used produces acceptable results regarding accuracy and training time. The results
obtained for the room retrieval task are considerably successful, since the percentage of
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success is 98.11% and the majority of the few confusions are given in the frontiers between
different rooms.

As for the regression CNN, the initial results cannot be considered accurate, since
considerable errors arise in some specific rooms, such as the corridor. Nonetheless, after ap-
plying an improvement strategy based on splitting in areas those rooms in which the robot
runs a long, linear trajectory, the new networks are able to output more accurate results.

Concerning the improvement of the regression CNNSs, several alternatives could be
considered in future works to continue improving the results. On the one hand, splitting
the rooms into smaller areas (subrooms) and generating more training images by a data
augmentation technique, in such a way that the networks are more robustly trained to
estimate the position of the robot in each room. On the other hand, the pose estimation
could be addressed by using recurrent networks instead of regression networks. In this
way, the current position of the robot within the room would be estimated considering
the previously estimated poses. Additionally, using more recent CNN architectures could
permit extracting more robust features and then the regression network could provide
better results.

Finally, other future research lines include the performance of the proposed method
with other datasets whose environments present different challenges, such as outdoor envi-
ronments or different capturing strategies. Moreover, a hierarchical localization approach
based on Long Short Term Memory (LSTM) networks will be developed.
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