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Abstraci—Electrocardiographic Imaging (ECGI) aims to
estimate the intracardiac potentials noninvasively, hence
allowing the clinicians to better visualize and understand
many arrhythmia mechanisms. Most of the estimators of
epicardial potentials use a signal model based on an es-
timated spatial transfer matrix together with Tikhonov reg-
ularization techniques, which works well specially in simu-
lations, but it can give limited accuracy in some real data.
Based on the quasielectrostatic potential superposition
principle, we propose a simple signal model that supports
the implementation of principled out-of-sample algorithms
for several of the most widely used regularization crite-
ria in ECGI problems, hence improving the generalization
capabilities of several of the current estimation methods.
Experiments on simple cases (cylindrical and Gaussian
shapes scrutinizing fast and slow changes, respectively)
and on real data (examples of torso tank measurements
available from Utah University, and an animal torso and
epicardium measurements available from Maastricht Uni-
versity, both in the EDGAR public repository) show that
the superposition-based out-of-sample tuning of regular-
ization parameters promotes stabilized estimation errors of
the unknown source potentials, while slightly increasing
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the re-estimation error on the measured data, as natural
in non-overfitted solutions. The superposition signal model
can be used for designing adequate out-of-sample tuning of
Tikhonov regularization techniques, and it can be taken into
account when using other regularization techniques in cur-
rent commercial systems and research toolboxes on ECGI.

Index Terms—Cross Validation, electrocardiographic
imaging, generalization, out-of-sample estimation, poten-
tial, quasielectrostatics superposition, regularization.

[. INTRODUCTION

ARDIOVASCULAR diseases, including those related
C with cardiac arrhythmias, remain as the most common
cause of death in developed countries [1], [2]. Arrhythmias are
often associated to cardiovascular diseases, either as a primary
etiologic factor or as a complication of a preexisting disease, with
potentially serious symptomatic, prognostic, and therapeutic
implications. Some arrhythmias have well known and simple
mechanisms that allow a relatively easy therapeutic approach
with catheter ablation techniques. In contrast, other arrhyth-
mias such as the fibrillatory rhythms seem to involve complex
bioelectrical, anatomical, and pathophysiological mechanisms,
many of them not yet clearly understood, which makes difficult
the development of successful ablation strategies. Electrocar-
diographic Imaging (ECGI) is receiving special attention today,
and this non-invasive mapping allows the cardiologists to char-
acterize and visualize the spatial-temporal activity of potentials
in the cardiac tissue, both for atrial and ventricular originated
arrhythmias [3]-[5]. A significant number of studies suggest and
support the clinical utility of ECGI in knowing and locating more
precisely the underlying mechanisms of arrhythmias [6]—[8].
ECGI systems always include an algorithm for solving the
inverse problem, whose solution is an estimation of the potentials
on the heart that are originating a set of potentials measured
on the torso. For this purpose, a number of algorithms have
been proposed in the literature based on mathematical models of
cardiac electrophysiology of the forward problem [9]. Two main
requirements are needed to solve the inverse problem in ECGI:
First, we require a mathematical and geometric description of
the volume tissue, through which the potential field runs from the
cardiac source to the torso sensors; And second, actual signals
have to be measured at an appropriate sampling rate (from 500
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to 2000 samples per second), and the exact positions where they
were recorded need to be known [10], [11].

From a numerical point of view, estimation methods typically
have to deal with several hundred to a few thousand signals in the
presence of different noise sources, thus requiring stabilization
in their solution by using the so-called regularization techniques.
The scientific literature includes a good number of methods to
address the regularization in the inverse problem, among which
we can mention Tikhonov regularization (with zero, first, or
second order), Generalized Minimal REsiduals (GMRE), Trun-
cated Singular Value Decomposition (TSVD), Total Variation
(TV), Bayesian Maximum a Posteriori Estimation, and MUItiple
Signal Classification (MUSIC), among others. Without entering
into relevant numerical details, we can summarize that the
regularization implementations require a free parameter tuning
for a proper trade-off between the error estimation and the
overfitting to noisy measurements, which is closely related to
the conventional bias-variance equalization. Several works have
aimed to give principled recommendations on which of them are
more convenient, mostly based on the comparative evaluation
of simulations with known solutions [12], [13]. However, and
according to the literature, there is no clear consensus in this
direction when applying regularization in current commercial
systems [5], [7], [14].

In contrast, the implications of regularization tuning have
been widely scrutinized and widely described in terms of empir-
ical risk, structural risk, and actual risk, especially as it relates
to machine learning [15], [16]. Nevertheless, very few studies
implement out-of-sample strategies to adjust the regularization
in ECGI estimators, even in simulations with known solution.
This could be due in part to the structure of the transmission
matrix that relates the measured potentials to the unknowns, as
well as the coupled dependency among all these spatio-temporal
registers [17]. In this direction, we propose a signal model for
inverse cardiac estimation, based on Tikhonov-type regulariza-
tion and taking advantage of potential superposition properties.
This implementation is proved here to increase generalization
capabilities for estimating source potentials.

To do this, in this work we propose an implementation of the
Tikhonov regularization which is adjusted through cross vali-
dation. Experiments performed on signal databases with known
solutions and on torso tanks from the EDGAR (Experimental
Data and Geometric Analysis Repository) database [18]-[21]
yielded significant improvements in terms of error stability. At
the same time, the implemented algorithms avoid overfitting
by properly managing the error reduction process during the
training phase, thus improving the generalization capabilities of
cardiac inversion algorithms.

This paper is organized as follows. Section II presents a
brief review of the applicable biophysical equations, includ-
ing the general statement of the inverse problem and the
transfer matrices. Subsequently, we introduce the most sig-
nificant regularization methods used in the literature, together
with a justifying development of the superposition principle
and the out-of-sample procedure applied in cross-validation.
Section III presents simulated in-silico potential estimation ex-
periments with known solutions, together with real applications
on experimental data over torso-tank configurations and animal

models [18], [19]. Finally, Section IV summarizes the discussion
and Section V conveys the main conclusions of this work.

[I. BIOELECTRIC MODEL AND GENERALIZATION EQUATIONS

In this section, we start by reviewing two widely known
aspects of the cardiac inverse problem. First, examples of the
bioelectric equations are summarized, in a specific form that
matches the source potentials with the potentials registered on
the torso. It is necessary to mention here that although this is
implementation specific, and different formulations could be
defined in another way, the presented architecture does not offer
loss of generality to solve the inverse cardiac problem. Direct
formulations or advanced procedures, such as the Boundary
Element Method (BEM) [22], [23], are currently used to convert
the problem into an estimation based on matrices and vectors.
Also, in this section we briefly review this type of equations
for some of the most widely used regularization methods in
this setting. Finally, we build on the Potential Superposition
Theorem, together with fundamental quasielectrostatic equa-
tions, to propose a principled procedure for using out-of-sample
generalization strategies in addition to some of the regularization
procedures, with an emphasis on the Tikhonov regularization.
The latter represents the main contribution of the present work,
since it could offer an off-the-shelf and ready-to-use method to
be applied to a wide variety of cardiac inverse problem formula-
tions, both in current research and in actual commercial systems.

A. Matrix Notation and Regularization

The well-known equations of a finite inhomogeneous volume
conductor can be approached using the Green’s Theorem [24],
[25]. For a homogeneous medium with a single conductivity oy,
the equation for its spatial signal model [24] is

(v) 1 V2u4(r")
Vol(r) =
0 47TO’0 sy |I‘ - I‘/|

s, (1)

where r (r’) denotes the position vector of a field point (of a
source point), o is the medium conductivity, vy is the potential
field under homogeneous conditions, and vy is the source poten-
tial at the immediate S boundary of the transmembrane source
currents, for instance, at the epicardial sources.

In a more general case, the volume that constitutes the con-
ducting object is bounded by the torso, by the heart surfaces,
and by other anatomical regions, and it is assumed to consist of
subregions bounded by closed surfaces, the interior of which has
constant conductivity. We denote by .S; the boundary surface that
separates two different volumes with their internal and external
conductivities being a§ and o7, respectively, and we assume
J different regions with possibly different conductivities. The
problem is often expressed as

J % o

) o ol — o¢
BT 1) = aovo () = 30 P2
7

: /S ve (), 2)

!
J

Jj=1

where 02 and o are the internal and external conductivities
in the bounded surface k£ where the potential is calculated, and
the corresponding differential solid angle df? is integrated for
each surface [25]. At this point, the application of the BEM
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method allows a discretized formulation in matrix form, thus
providing an explicit solution for the estimation of the potential.
This strategy can be used in the same way to estimate epicardial
or transmembrane potentials.

Several steps are taken together for this purpose [22], [26],
including spatial discretization of meshed surfaces, integral
discretization, and corresponding solid angle calculations based
on surface triangles. The potential source v,(r) is directly em-
bedded in the term of the homogeneous medium response in
(2), and it is the unknown information to be retrieved by inverse
cardiac estimators. The measurements are assumed to be known
on one of the surfaces, in this case v, (r) over Sk, and the sum of
the integrals are obtained over potential field v, (r) constrained
to their value on the heterogeneous surface boundaries, .S;. After
discretization of the surfaces and integrals, we obtain a matrix
problem in which the primary unknowns are on the source
surface, the potential is known on the measured surface, and
the set of unknown potentials on the secondary surfaces can be
embedded into the system matrix, so that a single transfer matrix
is obtained.

Let us denote the set of measurements in a potential-based
model consisting of NV, potentials on a given surface as a vector,

Vi = [ve(r1), ve(ra), ... ve(rn,)] 3)

and similarly, let us denote the unknown target potentials on the
source surface when measured on its discretized mesh of N,
points on the epicardium also as a vector,

v, = [1}s(r'1),vs(1"2),...,vs(r’Ns)}T7 (4)

where we assume that the locations for the measurement mesh
nodes of (the source) are known and given by r;, with ¢ =
L,... N (by v/, with j =1,... Ny). As explained, the sub-
regions with heterogeneous conductivities are measured and
discretized, in such a way that the boundary conditions, the
geometry, the interpolating basis functions if used, and the
biophysical problem, are finally condensed and summarized in
a transfer matrix H, with size N, x N, so expressions like (2)
can be expressed generally as

vy = Hv,. 5

This equation should not be solved directly, because measure-
ment errors and uncertainties need to be taken into account, so
we can use instead a stochastic version of the above equation,
given by

vf:\7f+e:Hf/s+e, (6)

where the hat operator denotes estimated vectors and vector e
represents the noise of the data model.

Several methods have been proposed for estimating the source
potentials from the measured potentials after this point, and we
summarize here only a few representative ones. Least Squares
is a method used for regression in overdetermined systems, and
it consists of minimizing the squared sum of the residuals for all
the measurements, which in our case can be expressed as

Vs = argmin{||vy — Hvst}, (7

and the solution can be readily shown to be
V.= (H'H) H'v,. (8)

However, this approach can represent an ill-conditioned prob-
lem, as far as small measurement errors can dramatically distort
the estimated source potentials. This may be due in part to
smooth variations of the transfer function from two nearby
source points, which may provide similar rows at the corre-
sponding locations of the transfer matrix, with the matrix being
close to singular. Several procedures have been proposed to
compensate for this undesired effect, which are known globally
as regularization methods, and we summarize here two of them
that are among the most used ones in the field.

1) Tikhonov regularization: is a family of methods to stabilize
ill-posed and ill-conditioned problems, which consists of adding
a smoothness term to the functional to be minimized [27], [28].
This can be stated as follows,

Vs(7) = argmin {||vy — Hv,[|> + 7|Rv,[*}, (9

where v can be seen as a trade-off parameter between data fit
and solution smoothness, and it can be easily shown that such a
solution in closed form is

V()= (H'H++*R'R) H'v,. (10)
Matrix R represents the regularization operator for different
orders, in such a way that when R is the identity matrix we
obtain the zero-order Tikhonov (ZOT) regularization, and when
R represents the gradient or the Laplacian operator, we call it
first-order and second-order regularization, respectively [29].

Note that free parameter v has to be set to a suitable value.
We could think of minimizing the approximation error to the
measured potentials, which would be given by an optimal regu-
larization parameter determined as follows,

o =arg7min{|\Vf—Vf(v)|l2}. (1)
However, this criterion itself, called here the Naive method, will
be severely limited, as far as reducing the trade-off parameter
will always lead to reduced measurement residual power. But it
also will reduce the smoothing effect of the regularization term
on the solution, and for small values of v we will get overfitted
solutions that fit extremely to the noisy measurements but not
necessarily to the source potentials.

2) TSVD: has also been proposed [30], [31] aiming to over-
come the ill-posing character of signal models like the one in (6).
To do this, TSVD uses a better defined transfer matrix than H,
denoted by Hj,. This matrix Hy, is the reconstruction of H using
the k eigenvectors corresponding to the k largest eigenvalues of
the Singular Value Decomposition of the transfer matrix. We can
express the transfer matrix as follows,

H=UXV', (12)

where U and V are orthogonal matrices, 3 denotes a diagonal
matrix, the elements of which are nonnegative reals and denoted
as[o1,09,03, . ..0y,], and they are assumed to be in descending
order [32]. Thus, for a given integer k& < rank(H), the rank-%
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reconstruction matrix H;. can be written as follows,

H, = U, X, VY, (13)

where Uy, and Vi, are the left and right matrices with the first
k singular vectors of U and V, respectively, and 3, is a matrix
with the first £ singular values of 3. By using these rank-k
matrices, the pseudoinverse of Hj can be computed as

H| = V2, 'U;. (14)

By following this path, the final result for our estimator can be
expressed as

ve=Hlv; =V, 2 U] v} (15)

Since this method is based on the SVD, the regularization
term is defined as the number of singular values used (k), often
called the truncating parameter. We could also think of adjusting
to its optimum according to

k* = argmin ||v; — v;(k)|]?, (16)
k

where efficient approaches for computing these optimal low-
rank matrices have been proposed [33].

3) The L-curve method: has been proposed as an alternative to
avoid optimization limitations in the Tikhonov’s method (e.g.,
see [34]-[36]). It represents an operational method to determine
a suitable regularization parameter, and it is based on plotting
the regularization term with respect to the fit term for different
values of v parameter, this is, we plot a two-dimensional scatter
plot for the two-dimensional points obtained by

vy = v I IRV (1))

and according to different values of v on a logarithmic scale
in (10). This resulting curve typically has an L-shape, and the
elbow can be shown to correspond to an optimal value for
the regularization parameter, as far as it represents a balance
between the two terms (adjusting and smoothing). The elbow is
considered to give us the largest possible parameter correspond-
ing to the estimation of the potentials without approximating
the measurement noise too closely. Note that the L-curve is
not a regularization method itself, but rather it represents a
graph-based procedure that aims to find a suitable value for the
regularization parameter and for a given regularization method.

a7

B. Superposition and Out-of-Sample Generalization

The regularization methods described above can sometimes
have instabilities or give apparently inconsistent solutions. For
example, a wide range of searched values for parameter v in
Tikhonov may work well for some signal snapshots, but not
so well for other snapshots. To some extent, it can be thought
that this is related to an implementation that does not adequately
deal with the trade-off between bias and variance and, as a conse-
quence, the regularization term cannot guarantee generalization
capabilities.

The trade-off between the approximation error and the esti-
mator complexity in terms of generalization properties has been
intensely studied in the field of machine learning. Specifically,
the description of estimating machines and their complexity

in terms of empirical risk, structural risk, and actual risk, is
a basic but powerful framework for analyzing a wide variety
of estimators, as seen in [15], [16] for the theoretical fun-
damentals and for the application of bootstrap resampling in
cardiac arrhythmia discrimination problems, respectively. For a
given data learning scheme, the empirical risk is related to the
observed errors in the data used to build the model coefficients,
while the structural risk is related with the possible complexity
of the learning functions. The actual risk is a combination of
both, such that for a given learning machine, increasing the
complexity often reduces the empirical risk, but the actual risk
(i.e., the sum of both terms) has an optimal complexity-error
trade-off, which is the optimal working point to obtain the best
possible generalization properties for a given free parameter. In
those cases where the structural risk is not easy to characterize
mathematically (for example, using the Vapnik-Chervonenkins
dimension of the machine as in some kernel methods [16]),
an operational option to characterize the actual risk consists of
evaluating the prediction error on some set of observations that
are not involved with fitting the model weights, which we will
call here out-of-sample observations. It is well known that this
corresponds to the use of training sets and validation sets of data
in many machine learning problems, where the observations are
assumed to be independent and identically distributed [37].
Our proposed implementation considers an out-of-sample
procedure to establish the best possible generalization properties
by including a regularization term and using the Superposition
Principle. The model also includes all the necessary consid-
erations to cope with singularities at the interface surfaces of
the volumes, caused by the differences in the conductivities of
the separated elements. (2) shows an example that incorporates
the activation of a series of secondary sources, which are elec-
trostatically closely linked to the primary sources (for a more
detailed description, see [24]). Now, using the Superposition
Principle, the potential can be obtained as the aggregation of
all the individual source nodes of surface Sy. The next step is
to apply the cross validation through successive subsampling of
the total activity of the nodes, which is expected to be a valid
consideration for the field estimation in Sy, especially when the
full set of measurements is large enough. Fig. 1(a) depicts a
schematic for this approach, and Fig. 1(b) shows the split of the
cross-validation set inside and outside the sample on a real case.
In particular on the torso, dots are colored according to the set to
which each field potential measurement belongs, namely, yellow
if the electrode belongs to the in-sample subset and magenta
if it belongs to the out-of-sample subset. Fig. 1(c) shows a
representation of the proposed algorithm. The torso electrodes
are split into the same structure, in-sample and out-of-sample
electrodes, using the mentioned color pattern. Then, by using
a H-matrix reduction (H') which maps the in-sample field
(torso) electrodes to cavity (source) potential points, the source
potentials are estimated. Finally, by using another H submatrix
(H?), which maps all the source potentials to the out-of-sample
field potentials, the direct problem is solved. The out-of-sample
estimated field potentials allow to build the model error based
on a set of observations which are not used to build the model
coefficients, thus improving their actual inference capabilities.
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Change value of ¥

Direct estimation .

¥9(y) = HV,(7)

Optimization

¥ = argmin{(|v} — ¥5(1)I*}
(©)

Fig. 1. Draft of the bioelectric out-of-sample strategy. In (a), we want
to estimate potentials on surface S, at the blue point locations with
available measurements in surface S;. For a given value of a free
parameter, we solve with only the yellow points at Sy, and evaluate the
actual risk on the magenta points at S¢. (b) Schematic of the in-sample
and out-of-sample set split over an example in a real torso. (c) Schematic
of the out-of-sample strategy over the example torso and cavity model
from EDGAR database.

Algorithm 1: Out-of-sample pseudo-code algorithm.

Input:v;, H, R, I as field potential in-of-sample indices,
and O as field potential out-of-sample indices.
Output:v,.

1: H’ <+ rows of H corresponding to I.
2:  HP° « rows of H corresponding to O.
3: v} < torso voltage v corresponding to I.
4: V% < torso voltage v ¢ corresponding to 0.
5: for v do
6:  Vi(y) = (HTH ++’R'R)"H' v/, see (10)
7o V4(y) = HoVs(), see (21)
8: end for
9: ~* =argmin, {[|[v$ — ¥$(7)]*}, see (22)
10 vo=H'H+~y?R'R)'H' vy, see (10)

The ~ value is selected to minimize the assessed error relating
real field potentials and estimated field potentials. Algorithm 1
also shows the whole flow to perform the out-of-sample strategy
over a torso-cavity system if the torso voltage and the transfer
matrix are known.

Therefore, a partition of the observed measurements can be
done, which we will call in-sample and out-of-sample, which in
vector form can be expressed as

Vi
—|f
Vf - |: o:| 9
Vi
where the observations have been assigned randomly to one or
another subset, and N} (IV?) is the number of in-sample (out-

of-sample) observations. Now, the problem can be expressed in
matrix-vector form as follows,

Hz’

[H] v.

vV

Hence, we obtain the following uncoupled matrix equations:

(18)

19)

V} =H'v, (20)

v$=H; (21)
and now, the first equation can be used to adjust the estimation
weights according to a given regularization parameter, while the
second one can be used to yield the actual risk measured in the
out-of-sample potentials. Note that regularization matrices R,
as well as other elements of regularization schemes, could need
some adjustment to the partition made for the out-of-sample
determination.

The above approach allows us to elaborate on several quasi-
electrostatic potential signal models and on the estimation al-
gorithms and regularization methods used on them to establish
an out-of-sample criterion, thus obtaining a good-quality reg-
ularization parameter tuning and improving the generalization
capabilities in cardiac inverse problems. For instance, the use
of Tikhonov regularization can be addressed with well-known
methods, such as cross validation and V'-folds validation. The
cross-validation method [38] is often used in machine learn-
ing algorithms, and it consists in just splitting the observed
dataset into a training subset and a validation subset. The sim-
plest validation strategy consists of using about 60-90% of the
observations for model weight adjustment and the others for
out-of-sample validation. In our case, we can rewrite (10) as
follows:

7" = argmin {|[v§ - Vv3()|*}, 22)
2l
where superscript * indicates the optimum obtained through the
out-of-sample procedure. Once obtained the optimum parame-
ter, it is used with the full set of samples, for better generalization
capabilities. Note that we can also think of making a similar
partition on the regularization matrix,

Ri
ne ]
So, the solution for (11) is given instead by solving for each
gamma,

(23)

V() = argmin {|[v§ — H'v|* + 7| R'v,|*},

Vs

(24)

which gives the solution to the estimation problem.
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Other elaborated out-of-sample schemes can be followed,
such as V-folds [39], which consists of dividing the complete
set of observations into V subsets, and in each iteration we
use V' — 1 subsets for weight adjustment and the remaining for
out-of-sample characterizations. The V' estimations of the actual
risk are averaged to give the final estimation. Finally, note that
also L-curve and TSVD methods could also be reformulated
from this approach.

[ll. EXPERIMENTS AND RESULTS

This experimental section is divided into two parts. On the one
hand, simple cases are implemented and analyzed to achieve a
better understanding of the out-of-sample strategy in simulation
problems with known solutions. In the second one, we move
to real situations through the EDGAR database to scrutinize
the improvement in the generalization capabilities of the out-of-
sample strategy on real datasets.

Three estimation methods were implemented. In the Naive
method, v is adjusted for ZOT regularization by minimizing
the error in the v, measured potentials (extracellular and torso).
The L-curve is also applied according to the recommendations
generally followed in [40]. Finally, the 2-folds cross validation
represents and implements the out-of-sample strategy proposed
here to adjust free parameter - in ZOT regularization. Note that
the Naive method is not used in practice, but it is included here
to better analyze overfitting situations that may be present.

The L-curve is the most widely used method in current litera-
ture, although here we do not consider implementation variations
among different authors. We limit ourselves to analyzing the
out-of-sample strategy in a Tikhonov example and not in all
Tikhonov variants or in TSVD, although it can be easily verified
that they exhibit qualitatively similar behavior. The values of
v analyzed were selected in synthetic cases with a 30-point
logarithmic grid from 1071° to 103, and in real cases from the
EDGAR database with a 30-point logarithmic grid from 10~19
to 1. To compare accuracy, we obtained Pearson’s correlation
coefficient (p) and root mean squared error (RMSE), given by

U 1
p= W prrsE— S P @)
Oula N

where cov() is the covariance operator and oy, is the standard
deviation of vector u, this representing either v, or vg.

A. Simple Simulated Cases

Two different known-solution cases were simulated, namely
a cylinder (representing fast depolarization) and a Gaussian
pulse (representing repolarization) stimulus on transmembrane
voltage on a planar substrate. All these simulations were carried
out on a uniform cell substrate of 45 x 45. The supplementary
material shows details on the calculation of H matrix in this
experiment, as well as the Laplacian operator for this set of ex-
periments and additional information. We compared noise-free
measurements with both the field potentials and the H matrix
within additive white Gaussian noise of 20 dB of signal-to-noise
ratio (SNR).

2.884

—Out-of-sample error|
2.883 [|O2-folds 1*
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Fig. 2. Estimation errors as a function of parameter v2: (a), (c) Es-

timation error for the source potentials, with markers for the different
methods; (b,d) Detailed out-of-sample error for 2-folds method (blue)
and selected ~ (red); (a), (b) Noise-free cylindrical pulse; (c), (d) Noisy
Gaussian pulse.

Note that v, in (3) and (6) refers to potentials measured
through electrodes, while v, refers to source potentials, to be
estimated. For example, v; could refer to the measured torso
potentials and v to the epicardial potentials to be estimated, as
usual in ECGI. But also vy could refer to intracardiac potentials
measured from floating electrodes inside a cardiac chamber and
v, could refer to their corresponding extracellular potentials
in the endocardium. And also vy could refer to endocardial
potential measurements from electrodes and v could be the
endocardial transmembrane potential to be estimated. The sim-
ulated case in this experiment corresponds to the third example
above, whereas the cage examples from Utah and the in vivo one
from Maastricht in the next experiment refer to the first example
above.

Fig. 2 shows the complete estimation error curves as a func-
tion of 72 parameter. The known-solution error for the source
potentials can be observed in these cases, showing a wide range
of values working correctly, though this range becomes narrower
in the presence of noise. We can verify that the free parameter
selected with the 2-folds is acceptable but close to the limit of
the wide working zone, whereas the L-curve parameter is close
to absolute optimum. These results, together with the tables and
details on the supplementary materials, show that the proposed
method can estimate the source potential with an error close
to that computed with the L-curve method. For this reason, it
is necessary to obtain the behavior of the proposed method on
different real datasets.

B. Examples From EDGAR

Additional sets of experiments were developed by using real
bioelectric signals from the EDGAR Time Signal Catalog [21].
The first selected dataset was for the ischemia torso tank with a
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(b)

Fig. 3. Accuracy spatial distributions for the Utah torso tank examples,
when using L-curve (left) and 2-folds method (right). (a) Map of correla-
tion coefficients between the torso signals and their estimations (up) and
the measured and estimated electrograms (down) for the control case.
(b) The same for the intervention case.

cardiac cage, obtained and publicly shared by the Cardiovascular
Research and Training Institute and the Scientific Computing
and Imaging Institute from Utah University [41]. This dataset
consists of 4 different subsets, namely a control subset plus three
intervention subsets, each consisting of several records on the
torso and cavity geometries, and a transfer matrix H with size
192 x 599. The torso signal recordings consisted of 192 from
Body Surface Potential Mapping (BSPM) sensor signals, while
the cavity records consisted of 599 needle sensor signals, which
are known as Electrogram (EGM), connected to the cage. We
present here the results for each record in this dataset focusing on
two selected cases given by record 0003 from the control subset
and record 0033 from the intervention dataset. Supplementary
material includes additional results from this dataset and the
description and additional results for the second dataset from
EDGAR (Maastricht dataset).

Relevant insights can be obtained for the Utah examples from
Fig. 3, which shows the spatial distribution of p for each surface
and each case and each method (the yellower, the better). We can
check again that the torso potentials are in good agreement for
all cases in terms of this merit figure. For the control record, we
can observe regionalized drops of estimation quality on the cage
(sources) with L-curve, which are also present in 2-folds, but
much more moderated and in a smaller region. For the ischemia
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Fig. 4. Details on the free parameter tuning for each analyzed method.

(a), (b) L-curve computation for the two Utah cases at each time instant,
with the selected elbow points in red. (c), (d) Detailed out-of-sample
error for 2-folds method (blue) and selected ~ (red). (f), (g) Estimation
error with 42 values selected from L-curve at each time instant (yellow)
and with 2-folds (red).

record, the estimation quality for L-curve drops on all the source
surface, whereas it slightly decreases at some regions with the
proposed out-of-sample strategy.

Moreover, Fig. 4(a,b) shows the L-curve from control and
third intervention recordings from the Utah dataset, noting that
each curve represents a temporal sample, as often implemented
in this method for ECGI calculations. As it can be seen in the
subsequent panels for the in-sample and for the out-of-sample
estimation errors, there is noticeable variability for the estima-
tion of the elbow position, which corresponds to widespread
extended values of each time snapshot compared with the aver-
aged optimal behavior as pointed by the out-of-sample criterion.
This indicates that sometimes the L-curve will work well, but
others it can give inaccurate estimations and errors due to this
variability. Furthermore, Fig. 5(a) shows the RMSE value for
each recording from Utah dataset. As it can be seen, RMSE
values are very similar in most of the recordings, but in the
first five of them the out-of-sample method achieves better
performance, which evidences the estimation variability of the
L-curve in some examples. A similar behavior can be observed
in Fig. 5(b), where the performance of each method is shown in
terms of p.
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Fig. 5. Behavior of L-curve, blue, and out-of-sample, red, for each

record in Utah dataset. (a) Behavior in terms of RMSE. (b) Behavior
in terms of p.

IV. DISCUSSION

A new framework has been proposed to estimate the regu-
larization parameter in cardiac potential estimation problems.
Generalization capabilities are reinforced by using a data parti-
tion, following well-known machine learning principles.

On the one hand, the out-of-sample methods, as cross-
validation or others including leave-one-out or V-folds, may
give a working range for the free parameter. We have assumed
here that this free parameter is adequate when using all the
samples at the final step. On the other hand, sometimes the
case examples represented were obtained with pacing, so the
stimulation spike is visible at a given time before and after the
beat. When the L-curve fails to provide an adequate tuning for
the free parameter, the spike can be strongly distorted. Whereas
this does not imply a problem per se, as far as the spike can be
easily recognized and it has no diagnostic information for the
clinician, it shows that severe distortion can be affecting the high-
frequency components of the signals under these conditions.

The clinical usefulness of ECGI systems is growing in our
days. Rudy made an extensive review on the works from his
lab and others on ECGI capacities in arrhythmogenic substrates
linked with clinical arrhythmias, covering heart failure, my-
ocardial infarction, atrial fibrillation, and abnormal ventricular
repolarization, among many others [3]. This review was later
extended [4] towards clinical success cases on providing the
clinicians with useful information on patients with hereditary
arrhythmogenic syndromes (specifically, long QT and Brugada
syndromes), by following similar noninvasive approaches for
mapping the electrophysiological substrate of post-infarction

myocardial scars and relating it with the activation patterns
during reentrant ventricular tachycardias. Several commercial
systems have emerged which are been currently evaluated with
advantages [42], [43].

The clinical validation of ECGI systems has dramatically
advanced in recent years, despite not being a trivial task. Other
studies have supported this clinical usefulness from experi-
mental setups, for instance, Langendorff-perfused pig hearts
were suspended in a human-shaped torso tank in [44], where
cardiac EGMs were recorded with a 108-electrode sock and torso
signals were measured with 256 electrodes embedded in the tank
surface. EGMs were noninvasively reconstructed, and estimated
activation and repolarization features were compared to those
recorded ones, validating a potential ECGI-based approach to
noninvasively image activation and recovery in sinus rhythm.
Despite some reported inaccuracies in epicardial breakthroughs
and lines of conduction block, other relevant clinical features,
such as abnormal repolarization regions, were derived from
ECGI recordings. Probably related with the increased use of
ECGI in clinical environments, some controversial results are
occasionally obtained. A recent study aimed to evaluate the
ECGI in clinical conditions [7], and for this purpose, the ac-
curacy of activation maps from this system was evaluated in
55 patients from which epicardial maps were recorded with
catheters in electrophysiological study. The correlation between
both activation maps had limited quality, and more, low-voltage
areas as well as septal signals were found to be also limiting. On
the other hand, the correlation was higher in patients with wide
QRS complex (due either to stimulation or to bundle branch
block). While authors sustained that activation maps in ECGI
are useful for ectopic beats or pacing, but not for sinus rhythm,
responses from other groups [14] stated that the observed dif-
ferences might be due to operation or algorithmic suboptimal
handling. The possible use of ECGI in ablation guidance for
atrial fibrillation has received special attention in recent years,
as seen in [5] for a recent review on this topic where limitations
and future directions are identified and proposed.

To our best knowledge, few out-of-sample implementations
ensuring the generalization when using regularization tech-
niques can be found in the ECGI literature. The Generalized
Cross Validation Method proposed and used in [45], [46] used
a criterion on the change of behavior of an L-curve. A recent
study was devoted to analyze with detail the impact of signal
processing techniques on the reconstructions of single-site pac-
ing data on a torso-tank experimental setup [47], which mostly
used elbow detection on the L-curve. Other studies proposing
additional approaches in some setting also used elbow profil-
ing [48]-[51]. The excellent review of the ECGI techniques
by Gulrajani [52] stated that in general it is enough to retain
the lowest regularization parameter which makes the solution
stable. Instead, and as explained in the preceding sections,
we conclude here that the use of out-of-sample approaches
following well-known principles in machine learning [15], [16],
[53] can improve and stabilize the solutions of inverse cardiac
problems. The extension of the current application is expected to
move towards other spatial-temporal signal models and to other
regularization techniques and scenarios.
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V. CONCLUSION

We have proposed a signal model aiming to provide a prin-
cipled support to out-of-sample implementations of regulariza-
tion techniques in inverse cardiac problems. Grounded on the
Potential Superposition Principle, a partition can be made on
the measurements that allows to estimate the cardiac sources
while evaluating the actual risk on independent subsets of mea-
surements. The approach has been tested for simulated and real
data and it can provide a methodological support for determining
stable free parameter values in Tikhonov regularization. As far
as the Superposition Principle can be assumed in the signal
model equations, it can be extended to other inverse cardiac
problems (estimation of transmembrane potentials, of epicardial
potentials, or of endocardial potentials, for instance), as well as
to other regularization approaches.
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