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ABSTRACT. 

Episodic memory requires hippocampus and its interactions with other structures, as the 

prefrontal cortex. Inactivation of synapses either in hippocampus or prefrontal cortex prevents 

memory formation. However, synapse potentiation (i.e. in the form of LTP) not only enhances 

synaptic strength but also reorganizes hippocampal functional connectivity so that it alters its 

interactions with other structures. We hypothesize that synaptic plasticity, trough its action on 

the excitation/inhibition balance, redistributes activity in the system to enhance functional 

coupling in a distributed network of structures required for memory formation. 

In this thesis I study the role of hilar parvalbumin-expressing interneurons on either intra-

hippocampal as well as extra-hippocampal long-range functional connectivity, and how, 

through this mechanism, they influence spatial memory encoding, consolidation and/or 

retrieval. We also investigate whether hilar parvalbumin (PV) interneurons control the size of 

the formed memory engram. We hypothesize that the inhibition of hilar PV basket cells 

enhances activity propagation, facilitating the encoding of new dentate gyrus-dependent 

memories in a brain-wide distributed network. This hypothesis is based on previous findings 

showing that synaptic plasticity in the dentate gyrus, in the form of LTP in the perforant 

pathway, alters the excitation/inhibition balance.  

To commit our investigation, we combine pharmacogenetic (Designer Receptors Exclusively 

Activated by Designer Drugs, DREADDs, able to excite or inhibit the containing neurons) 

expressed on the hilar PV interneurons in mice, with in vivo electrophysiological recordings in 

dentate gyrus, CA1 and prefrontal cortex, fMRI and standard and custom-designed behavioural 

tasks to dissects different aspects of the memory formation. To evaluate the engram size, we 

analysed cFos labelling in dentate gyrus and hippocampus after the experimental animals 

carried out the behavioural task. 

Briefly, our data confirm that hilar PV basket interneurons control the output of dentate gyrus 

granule cells, not affecting its dendritic properties. Inhibition of hilar PV interneurons makes 

the granule cells to fire in response to smaller stimulation currents and with shorter delays, so 

that dentate gyrus-to-hippocampus propagation increases, enhancing the intra-hippocampal 

connectivity and, very impressively, also the extra-hippocampal long-range connectivity with 

the prefrontal cortex, medial temporal lobe structures and other areas related to different 

aspects of memory and learning. This increased connectivity reminds to the one obtained after 

LTP induction, but we do not induce LTP to get it; we only decrease granule cell perisomatic 

tone. Importantly, behavioural testing in the same animals shows that inhibition of hilar PV 

interneurons also enhances the spatial memory encoding, but not consolidation, nor its 

retrieval. This enhanced encoding is accompanied by improved pattern separation when 

confronting animals with similar contexts, ruling out a possible effect of disinhibition in 

memory generalization. Further cFos analysis supported this conclusion, by showing that PV-

cells inhibition does not change the size of the engrams recruited during memory formation. 

On the contrary, activation of hilar PV interneurons impairs granule cells fire, decreasing 

functional connectivity and precluding encoding, even though granule cells dendrites and 

engram size remained intact. 

These data point to the hilar PV interneurons as regulators for intra- and extra-hippocampal 

functional connectivity, demonstrating that perisomatic inhibition controlling granule cell firing 

at the local level, and not synaptic plasticity, per se, in granule cells, determines the efficiency 

of new information encoding in hippocampal memory engrams. We hypothesize that the 
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described mechanism, nailed down to a single cell type (PV-interneurons), in a defined brain 

region (dentate gyrus) and a particular cognitive function (episodic memory formation) may 

represent a more general mechanism to regulate information flows in the wide brain network. 
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RESUMEN. 

La memoria episódica require del hipocampo y de sus interacciones con otras estructuras, 

como corteza prefrontal. Si las sinapsis se inactivan en alguna de estas estructuras, la memoria 

se impide. Sin embargo, la potenciación de las sinapsis (tras LTP) no sólo mejora las sinapsis, 

también reorganiza la conectividad hipocampal de manera que su interacción con otras 

estructuras también mejora. Hipotetizamos que esta redistribución de la actividad en el 

sistema se basa en la ratio excitación/inhibición. 

El presente trabajo estudia las implicaciones funcionales que tienen las interneuronas del hilus 

que expresan parvalbúmina (PV), sobre la conectividad funcional del giro dentado y del 

hipocampo, sobre su conectividad con otras estructuras y sobre la codificación, consolidación y 

recuperación de la memoria espacial, y sobre la separación de patrones; funciones asociadas al 

giro dentado. Además, también estudiamos si la regulación de las interneuronas parvalbúmina 

del hilus condiciona el tamaño del engrama mnémico. La hipótesis que nos guía es que la 

inhibición de estas neuronas facilita la propagación de la actividad neuronal, facilitando la 

codificación de memorias dependientes de giro dentado. Nos basamos en que la inducción de 

LTP causa un aumento de la excitación, pero también reduce el tono inhibitorio local, de 

manera que la modulación de poblaciones neuronales inhibitorias concretas podría tener 

efectos similares.  

Para llevar a cabo la investigación, combinamos farmacogenética (DREADDs, del acrónimo 

Designer Receptors Exclusively Activated by Designer Drugs, que tienen capacidad para excitar 

o inhibir a las neuronas que los contienen), expresados en las neuronas parvalbúmina del hilus 

en ratones, con registros electrofisiológicos in vivo en giro dentado, CA1 y corteza prefrontal, 

imagen por resonancia magnética funcional y tareas conductuales que nos permiten estudiar 

distintos aspectos de la memoria. Para evaluar el tamaño del engrama evaluamos el marcaje 

con cFos en giro dentado e hipocampo, una vez que los ratones finalizaron la tarea de 

conducta.  

Brevemente, nuestros datos indican que las neuronas parvalbúmina del hilus controlan el 

disparo de las granulares del giro dentado sin afectar funcionalmente a sus dendritas. La 

inhibición de las interneuronas PV hace que las granulares disparen más fácilmente y con 

menor latencia, en respuesta a una menor estimulación, incrementando la propagación giro 

dentado-hipocampo y, sorprendentemente, también la conectividad del hipocampo con otras 

estructuras como corteza prefrontal, regiones del lóbulo temporal medial y otras también 

involucradas en diferentes aspectos del aprendizaje y la memoria. Esta conectividad 

aumentada recuerda a la obtenida tras la inducción de LTP, pero en este trabajo no inducimos 

LTP para obtenerla; disminuimos la inhibición perisomática sobre las células granulares del giro 

dentado. La inhibición de las neuronas PV del hilus también favorece la codificación de la 

memoria espacial, sin afectar ni a su consolidación, ni a su recuperación. Esta codificación 

aumentada permite una mejor separación de patrones cuando se testa enfrentando una 

retención favorecida a largo plazo, con una tarea espacial a corto plazo. Este dato es coherente 

con que la inhibición de las neuronas PV del hilus no cambia el tamaño del engrama marcado 

con cFos. Por el contrario, la activación de las neuronas PV del hilus dificulta el disparo de las 

neuronas granulares sobre sus dianas hipocampales, disminuyendo la actividad interna del 

hipocampo e impidiendo la codificación de la memoria, incluso aunque las dendritas de las 

células granulares y el tamaño del engrama permanecen intactos. 
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Estos datos apuntan a que las interneuronas PV del hilus son unos controladores clave en la 

regulación de la conectividad intra- y extra-hipocampal, demostrando que la inhibición 

perisomática local sobre las células granulares, y no la plasticidad sináptica en células 

granulares, per se, determina la eficiencia de la entrada de nueva información en los engramas 

de memoria hipocampales. Hipotetizamos que el mecanismo aquí descrito, apuntando a una 

población concreta (interneuronas PV+), en una región definida (giro dentado) y relacionada 

con una función cognitiva específica (codificación de memoria episódica), puede representar 

un mecanismo más general que regule el tránsito de información en redes neuronales. 
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1.1- Memory. Historical review. 

1.1.1.- First studies – until 1st half of XX century.  

Before starting, I would like to beg the pardon of many other scientists that preceded in 

memory study and are not included here. For sure their works influenced the persons named 

herein (and many others; it is a collective work), but to dive in the historical part of the study 

of the memory is not the point of the present PhD thesis. The sole objective is to contextualize 

the experimental work presented herein.  

In science, we progress by adding a small step to those that others did before us. There are 

some notions of classic philosophers and physicians that boarded the memory, during classic 

era and medieval age1. However, its systematic study started very recently. 

At the end of the XIX century, something was changing in the academic environment. 

Psychology was just born in Wilhelm Wunt’s physiology laboratory in Leipzig (1879), creating 

the first laboratory of experimental psychology and getting separated from the general 

physiology in its object of study; focused on the cognitive functions and brain. Also, Jean Marie 

Charcot (1825-1893), teaching in the Salpêtrière, was founding the modern neurology. Many 

relevant figures for the incipient cognitive function studies were his pupils, like William James, 

Alfred Binet, and Joseph Babinski, among others. Clinical physicians were approaching the 

study of the central nervous system doing more structured observation regarding the 

language2,3, memory — Korsakoff syndrome was characterised in 1887; Armand-Ribot wrote 

the first attempt to study the memory in term of modern neuroscience in 1881; Alzheimer 

defined the disease that takes his name in 1901—, and other cognitive functions. In that 

period, Richard Wolfman Semon (1859-1918) proposed the term “engram”4 to refer to the 

lasting physical changes that occur in the brain in response to the experience. He proposed 

that once formed, an engram become dormant, but may be awakened by the presentation of 

parts of the original (or similar) event. Bibliography considers Semon as the pioneer of the 

word “engram”, to refer the physical-cellular neuronal changes associates specifically with a 

particular memory5. Despite the concept of “physical changes related to specific functions”, in 

a more generalized way, was proposed before by Ramón y Cajal6. He observed that the brain 

does not grow in size or weight with the acquisition of knowledge, so it means that the 

learning has to cause some physical changes, not related to new neurons. Based on that, 

Santiago Ramón y Cajal pronounced the sentence “cada persona puede llegar a ser, si se lo 

propone, el arquitecto de su propio cerebro”, now in the main entrance of the Ramón y Cajal 

Hospital, in Madrid. Nowadays, the concept of engram refers to the concrete neurons that 

participate in a specific function, as a particular memory.   

Contemporaneously, Camilo Golgi (1873)7 discovered the Golgi staining method that allowed 

the anatomists to go deeper in the brain at cellular level. Ramón y Cajal improved the protocol 

and started with the description of the nervous system8, both at the cellular and the network 

levels — when possible, due to the limitation of the technique — (Figure 1.1). He also glimpsed 

functional implications emerging from the anatomic structure. As result of his work, he 

proposed the neuron theory, now corroborated. Because of that, he is considered the pioneer 

of the modern neuroscience and the maximum exponent of the conjunction between the 

academic interest on brain’s anatomy, cognitive functions (as evidenced by his interest in the 

incipient psychology) and neurology, in the initial steps of the modern neuroscience. 
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Figure 1.1. Cajal’s drawing of anatomical and networks features of the dentate gyrus and the hippocampus. 
Arrows indicate the hypothesized by Cajal information flow, pointing for the first time to local and across-regions 
neuronal networks underlying to functions. Left: detail of the dentate gyrus local network. A are perforant pathway 
fibres, B is a hilar basket cell, innervating C, a granule cell. Both B and C are innervated by perforant pathway, 
coming from the entorhinal cortex, as seen in the right. Right: horizontal anatomical drawing of the hippocampal 
formation. Arrows indicate hypothesized information flow based on the anatomical connections between individual 
neurons. Modified from Sotelo (2003)9. 

 

As reaction for early clinical descriptions, there were no problems in accepting that some 

cognitive functions, like language, were localized in the brain (V.g.: Wernicke or Broca’s 

aphasias). For some others, its localizationist acceptation was not that easy, in spite its equal 

clinical evidence (V.g.: Harlow’s observations on Phineas Gage regarding social behaviour, 

1848)10. Following the localizationist stream, academics tried to find the place for the memory. 

With little success. Memory, as a whole, seemed to be elusive to specific lesions in a particular 

area5,11. Some authors, as Lashley (1890-1958, Donald Hebb’s mentor and student of John B. 

Watson, the famous psychologist), proposed that memory should be a distributed process in 

the neuronal system, in line with Semon’s ideas. 

Following the distributed processing ideas, Lashley’s student, the Canadian neuropsychologist 

Donald Hebb, proposed the currently named Hebb’s law, by which the synaptic strengthening 

between groups of neurons that are active during an event (corresponding to the engram 

formation) increases if its activation is coincident in time and space. It provides the basis for 

the memory acquisition. The reactivation of this ensemble (or part of it) makes available the 

remembering. However, Donald Hebb forgot to mention his tutor, Lashley, influence on his 

ideas on how plastic changes could lead to a memory. They had a complicated relationship 

(according to Orbach12, who was the last postdoctoral fellow in Lashley’s lab). Nevertheless, 

Donal Hebb did recognize the influence of Cajal’s pupil, Rafael Lorente de Nó, who years 

before wrote about cell assemblies. According to Hebb himself13, the cell assembly was a 

development of Rafael Lorente de No’s 1930 work on self-exciting reverberatory circuits14. 

It is possible that after years of hard work, Hebb, influenced by Lorente de Nó, got inspired 

suddenly and independently (or as a consequence of reading others), and wrote the Hebb’s 

law. In science, we tend to assign much work to one particular person, while the reality is that 

many people work hard in a topic, until finally one of them give the final step, taking all the 

credit. I think Donal Hebb gave the final step and, in his book The organization of the 

behaviour: a neuropsychological theory15, materialized the academic environmental idea that 
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plastic changes between neurons happen when neurons get activated jointly both in time and 

space, and it creates memory (which is, of course, meritorious). Donald Hebb also proposed 

cell assemblies, which is a group of interconnected neurons that are simultaneously active 

during an event, as the responsible for mainteining activity within the network transiently. It 

would allow the event to have an internal representation in our brains during a short period, 

which has been related to short-term memory. 

Years later, Wilder Graves Penfield (1891-1976) observed the reaction of several epileptic 

patients after electrical stimulation while functional and electrically mapping its brain to 

localize the seizure focus. Patients referred that they had “familiarities related to previous 

experiences”16. For instance, one of them (patient RW) reported: “my mother is telling my 

brother he has got his coat on backwards”. That situation happened just before the patient 

went to the clinic. That was the first time that an artificially evoked memory was observed, and 

it happened while Penfield was stimulating in the temporal lobe. The hunt for the memory 

system was getting on the track. 

By that time, experimental psychologist Brenda Milner (1918 - ) started to work in Penfield’s 

lab. She observed that two patients with temporal lobotomy had memory loss. After she 

informed about that, William Scoville invited her to evaluate Henry Molaison (patient HM). By 

the time Lashley concluded that specific engram memory location was elusive, Scoville and 

Milner17 presented the cognitive outcomes of 10 patients that underwent temporal lobe 

resections. By comparing their neuropsychological results with surgery damages, they 

concluded that medial temporal lobe, including the hippocampus and adjacent temporal lobe 

structures, was a crucial component for the memory. Milner merged neurosurgery and 

neuropsychology to dive in the memory location, and built the foundations of decades of 

studies on the field. Its epitome came with the hand of the patient HM report18, worldwide 

known. She observed that HM has no difficulties in some assignments, for instance, 

instrumental tasks —like mirror-drawing—, but it was impossible for him to recall the 

declarative information, even regarding the task or his participation on it. Milner emphasized 

that understanding a specific role of particular brain structure in memory requires careful 

consideration of the kind of memory tested. So, she emphasized the idea of the existence of 

different kinds of memories. Her results provide the cornerstone for the following theories of 

multiple memory systems. Also, Milner pointed to the temporal nature of the memory, due 

that HM could remember events that happened a long time before the surgery, but not 

anything that experienced after it (the now classical division between long-term and short-

term memory). 

In her studies, the hippocampal formation and temporal lobe areas surrounding it were key 

components for the memory. So that, in spite of the traditional notion of a distributed process 

(getting force nowadays), memory research focused specially in the hippocampus from that 

moment on (still in our days). 
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1.1.2.- 2nd half of XX century.  

After Milner’s studies, there was an increasing interest in the hippocampus and its relation 

with memory. It will be discussed in section 1.2, memory and hippocampal formation (below), 

so that here we only express the general context.  

Using selective anatomical tracers, the anatomists dove into every time finer details of the 

brain connectivity, revealing local networks in a specific brain area and long-range connectivity 

between areas. Classical neurotransmitter systems were discovered during this period, 

together with its receptors. As result of its discovery, neurons were categorized in two big 

groups: excitatory neurons, mainly glutamatergic, that activate the ones that receive the 

neurotransmitter; and inhibitory neurons, mainly GABAergic, that inhibit their targets 

(reviewed in Florey, 199119; Watkins, 200020). Neuromodulators, like dopamine, serotonin, 

noradrenaline and acetylcholine, were also discovered during this period. It is necessary to say 

that Ramón y Cajal already had suggested the existence of different kinds of neuronal 

populations based on the local neural networks21. The neurotransmitter discovery allowed the 

division of neuronal population according to their neurochemical features, which was also 

related to the excitatory/inhibitory function they played in the system. 

One inflexion point happened in 1973 when Tim Bliss and Terje Lømo22 informed that the 

application of high-frequency trains in the perforant pathway of the rabbit induces plastic 

changes in dendrites. It provokes an increased neuronal Excitatory Post-Synaptic Potentials 

(EPSP), and Population Spikes (PS), recorded in the same area when stimulated afterwards. We 

go more in-depth in that point in section 1.3, synaptic plasticity and memory (below). It could 

be the Hebb's law demonstration and provoked an increasing interest in the understanding of 

how different areas may change activity, underlying to cognitive processes. 

Related to this, it was also a growing interest in the development of new techniques, and its 

application on neuroscience, like the functional Magnetic Resonance Imaging (fMRI). 

Comparative science divisions tried to extrapolate human results to animal models, and vice 

versa. Many behavioural tasks were standardised to study memory processes. Those tasks, 

taking good note of Milner’s reports, tried to be specific for the study of different memory 

subtypes. This way, we can find tasks to evaluate instrumental/operant memory23 spatial 

memory24, object recognition25, fear conditioning26, between many others. The development 

of behavioural tasks allowed us to have tools to study isolated sub-divisions of memory while 

modulating, pharmacologically or electrically, the activity of neurons. It was especially useful 

when combined with genetic modulation in rodents — the first one was achieved in 197427 

and widely extended during the 90’s—, that allowed us to study the effect of specific proteins 

or receptor on memory and learning. The development of these techniques allowed the 

community to focus on the proteomic regulation of local synaptic plastic changes related to 

memory.  
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1.1.3.- Last studies. Optogenetics and pharmacogenetics tools. 

New tools have appeared in neuroscience in the last years, as optogenetics28 and 

pharmacogenetics29. These new tools overpass previous technical limitations, allowing us to 

have new results. For instance, one of the main disadvantages of the genetic manipulation in 

mice is that it affects the whole brain, not only to the region of interest. Also, mutated mice 

strains may develop compensatory functional changes during the maturation that could affect 

the results. Another disadvantage of other experimental approaches, as the electrical 

stimulation, is that it excites all the neurons and fibres nearby the stimulation place, 

independently of its biochemical nature. With optogenetics and pharmacogenetics, we can 

activate only one specific subset of neuron in one particular area. 

The optogenetic approach bases on the artificial expression of an opsin —a protein that reacts 

to specific light wavelength— in a specific subset of neurons. It is achieved by direct genetic 

manipulation or using viral vectors (lentivirus or adeno-associated vectors, AAVs), containing 

opsin genetic code to be included in the vector’s cellular targets30. The use of viral vectors to 

express mutated proteins in a particular neuronal population can be nonCRE-dependent or 

CRE-dependent31. NonCRE-dependents entail a specific virus to detect one particular neuronal 

target, while CRE-dependents require mice strains that express CRE recombinase under the 

control of specific neuronal promoters. CRE-dependent viruses infect all the neurons nearby 

the injection point, but its genetic information is only readable by those neurons that express 

CRE recombinase. So that opsins are expressed only on the CRE-expressing neurons. Then, by 

placing an optic fibre into the brain, coupled to a light source of different wavelengths, we can 

activate or inhibit opsin-expressing neurons (depending on the opsin itself and the light 

wavelength applied, for a review see Deisseroth, 201532; Deisseroth and Hegemann, 201733), 

having high specificity over the neuronal population modulation and high temporal control. 

Pharmacogenetic tools bases on a very similar protocol than optogenetics. However, instead of 

an opsin, it is expressed another protein (called DREADD; from Designer Receptors Exclusively 

Activated by Designed Drug) that respond to an external ligand/drug that is, otherwise, inert 

for the rest of the neuronal receptors29,34,35 (described more in-depth in material and method, 

section 3.1). Pharmacogenetic also allows the modulation of a specific subset of neurons, 

through the activation of different G-protein inner cascades associated to the DREADDs. The 

injection of the external ligand leads to excitation if the mutated protein activates Gq-cascade, 

or to inhibition, if the mutated protein activates Gi-cascade36. Once injected, external ligand 

activity takes for several hours. DREADDs approach applied on memory and learning are newer 

than the optogenetic and has been less used on the field. 

Both techniques have created a revolution in neuroscience due that they allow the functional 

dissection of a specific subset of neurons in freely moving animals, in vivo and in vitro. They 

can be combined with previous behavioural tasks and/or molecular approaches invented in 

the past decades to study memory. 

This way, for instance, combining optogenetic, behaviour and neuronal activity molecular 

markers, Susumu Tonegawa and colleagues were able to label a specific engram associated to 

a specific emotional-spatial memory37,38. After having labelled the engram associated to a fear-

context conditioned response, they placed the animal in a non-conditioned space and turned 

the laser on, to activate the previously conditioned engram; animals evidenced the freezing 

behaviour associated with the conditioned memory. To achieve it, they took advantage of the 

Immediate-Early genes (IEGs), in particular cFos, to label engram cells implicated in a particular 
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memory. The neuronal activation, due to the entrance of Ca2+ inside the neurons, leads to a 

molecular cascade associated with the IEGs39. Most commonly IEGs used to label neuronal 

activation is cFos (for a review Minatohara et al., 201639). Tonegawa and cols made the mice to 

express opsins, under the control of cFos IEG expression, only in those neurons that were 

actives when animals carried out a fear conditioning task37,38, thanks to their precise timing 

control on opsin expression related to cFos activity. This way they could control the memory 

engram activation by flashing with optogenetic on the neurons that encoded this information. 

It seems that Semon’s and Lashley’s ideas are back again. The activation of a neuronal engram 

in the hippocampus activated a specific memory. It evidenced the importance of hippocampal 

formation on memory and learning again. 

 

1.2.- Memory and hippocampal formation. 

1.2.1.- Memory. 

Memory is fundamental to human life. Memory is the ability to acquire, consolidate and recall 

information. However, how our brain does such a thing? The answer is especially tough due 

that memory is not a homogeneous concept. Qualitatively diverse types of memory enable us 

to acquire and use a repository of knowledge; so that we can evocate the consequences of 

past behaviours and to plan for the future. These different memory systems operate semi-

independently, involving distinct but overlapping brain networks. 

Diverse forms of memory include the temporal dissociation between short and long-term 

memory and the qualitatively distinct systems of long-term memory (LTM)40. Different 

theoretical frameworks of LTM distinguish perceptual representations, semantic and episodic 

memory41, declarative memory42,43, spatial memory44, the learning of actions and habits45,46, 

emotional memory47 and others. Cutting across these distinctions is the explicit vs implicit 

memory expression48. Mnemic processes include the differentiation between encoding, 

consolidation and retrieval (for a review, Wang and Morris, 201049). The encoding is the 

conversion of sensorial inputs into the neural code substrate and its integration into single 

neuronal trace for initiating the memory processes. Whereas the consolidation refers to the 

time after the encoding, before settling the information, in which interfering material could 

impair the recall of the target memory at a later time50. After encoding and consolidation, 

memory system also requires the retrieval of the memory; that is the ability to recall the 

previously saved memory. Clinical and experimental data support its differentiation, having 

proposals for different brain mechanism for its implementation in the brain. 

Many efforts were made to compile the clinical and experimental data related to memory. One 

of them is the Tulving’s serial, parallel, independent (SPI) framework41 and the idea that 

hippocampal memory includes the ability to remember events and episodes that take place in 

a specific location51–53. This theory also holds that medial temporal lobe structures, especially 

the hippocampal formation, are crucial for memory encoding, in line with Milner reports. SPI 

framework emphasizes that the encoding is automatic, referred to episodic memory — the 

conjunction of where-when-what events— and related to the hippocampal formation54. This 

theory combines the role of plastic synaptic changes in the neural mechanisms of cellular 

consolidation55 and the critical role of mental schemas, or engrams, in systems consolidation56, 

recognizing the fact that other brain structures also contribute to episodic memory via their 
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role in executive function and working memory57. So this theory merges the role of synaptic 

tagging without forgetting the implication of the rest of the network(s) connected to the 

hippocampal formation. Also, it emphasises that episodic learning is automatic and not 

necessary goal-directed. 

 

Automatic encoding vs goal-seeking tasks. 

Concerning episodic memory, the unexpected environmental events happen, and it may be 

useful to encode what, where and when they happened. Even though the animal had no 

intention of learning them, nor was motivated to do so, it encodes it. This is automatic or 

incidental encoding58. On the other hand, the animal also may be engaged in a goal-seeking 

activity, looking for tracks that could be relevant to solve a specific task, having strong inner 

motivation. This behaviour engages in intentional or controlled processing that is both, task-

specific and goal related. In the latter one, the behaviour is a medium to get the goal; while in 

the first there is not apparent reinforcement, and the learning is spontaneous. There is 

evidence for this distinction in nonhuman primates54 and rodents59,60. It is important for the 

present work because the automatic encoding has been related to the hippocampus and 

especially to the dentate gyrus49, while the goal-directed one has been more related to the 

prefrontal cortex (PFC)61,62. Of course, PFC may play a critical role in automatic episodic 

memory encoding as well, and in particular, its communication with the hippocampus and 

related to consolidation56,63, but it does so especially when subjects engage in a more 

prospective learning task; as it is when animals internally are willing to get a specific goal.  

It is uncertain what incidental episodic-like learning for animals is. The requirements are that 

the encoding should be fast, lack of clear motivation or incentive and not require intricate 

planning. One standardized behavioural task that fit with these criteria is the novel object 

recognition task25, or its variant, the Novel Location of the Object (see material and methods 

section 3.1, behaviour). This task has also been associated directly with dentate gyrus 

function64–66, being more necessary as we increase the difficulty of the spatial task64. This task 

also allows the experimental segregation for encoding, consolidation or retrieval67,68.   
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Memory; local processing or global integration.  

After sensorial information arrives at associative areas, it is channelled to the hippocampal 

formation, via entorhinal cortex69. Once there, to achieve the mnemic representation in the 

system, there are two neural mechanisms proposed70: a) a cellular one, that includes protein 

synthesis and synaptic plasticity, and b) a system mechanism, that reflex the dynamic 

interaction between interconnected neurons populations, especially within hippocampus and 

neocortex. Cellular consolidation reflects processes that happen at the single cells level 

involving signal-transduction pathways and gene activation, whereas systems consolidation 

involves an interaction between distinct brain areas.   

Cellular changes will be discussed more in-depth in section 1.3. 

From a system level perspective, the standard theory asserts that it is a process that involves 

dynamic interactions between the hippocampus and the cortex, especially prefrontal cortex71. 

Some data support that the information would be processed first in the hippocampus, and 

then its anatomical and functional long-range interactions gradually enable the transient of the 

memories to the cortex. From neocortex, information would be later used for memory 

retrieval42, despite some long-lasting traces may remain in the hippocampus, and are required 

for some aspects of the whole memory, for instance, for the spatial memory traces72. 

However, other data support that the cortex can also be a primary “learner” with the capacity 

to express immediate changes in neocortical connectivity that decay rapidly unless the new 

hippocampal inputs interleave within activated cortical frameworks56. 

 

Hippocampus on spatial-episodic memory. 

Clinical and experimental data support the hippocampus implication on spatial-episodic 

memory17,73. For instance, the hemodynamic response in hippocampal formation increases 

when humans recall recent events memories, and decreases with the age of the events74,75. 

This temporal gradient suggests that the hippocampal formation participates more in the 

encoding and that the long-term memory traces gradually consolidate in distributed cortical 

areas42, explaining the recall of old memories in the presence of lesions in the hippocampal 

formation.  

However, other data report amnesic patients with horizontal gradients of retrograde amnesia 

(no associated timing curves), even in patients with medial temporal lobe damage76. However, 

Nadel and Moscovitch (1997)72 and Moscovitch et al. (2006)77 support that although the gist of 

the memory may be intact after hippocampal formation damage, the detail and vividness of 

memory requires the hippocampus78. In line with the latter authors, it was also suggested that 

hippocampus is always required for storage and retrieval of allocentric and spatial memories79, 

whereas semantic memory is interceded by the neocortex, subject to the completion of a 

systems consolidation process after learning. It has also been proposed that the hippocampal 

formation is required to reinforce the initially weak connections among cortical modules/areas 

that are encoding in parallel56,80. 

These, and many other data, make most, if not all, the people working in the memory field 

consider the hippocampal formation as a particularly important node for automatic encoding 

of relational events53, objects-in-places81, and goals-in-places82, having an enormous 

implication in the spatial processing of memories.   
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1.2.2.- Hippocampal formation. 

Giulio Cesare Aranzi named the hippocampus in 1564. It takes the name from the ancient 

Greek, meaning seahorse, because of the distinctive anatomical shape (Figure 1.2). The first 

detailed anatomical studies were done by Santiago Ramón y Cajal21 and then by Lorente de 

Nó83, who subdivided the hippocampus into four parts: CA1, CA2, CA3 and CA4 (Figure 1.2). 

The nomenclature CA comes from Cornu Ammonis (cornu = horn; Ammon = goat, from the 

Phoenician), associated to the Greek mythological representation of the cornucopia, due to 

the characteristic form of hippocampus’ creases. Nowadays, the nomenclature has changed a 

bit, because, for instance, there is no clear differentiation for CA4, and CA3 (a, b and c) has 

occupied its space (Figure 1.2). 
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Figure 1.2. Anatomical external features of the hippocampus and its divisions. A) Anatomical similarities between 
anatomical brain region “hippocampus” (left) and a seahorse (right). B) Hippocampus position in the rat/mouse 
brain and a coronal section extracted. C) Dentate gyrus and hippocampus coronal section drawing, and its 
subdivisions, in CA1a, b, c, CA2, CA3a, b, c and CA4, as established by Lorente de Nó in 1934. D) Scheme of dentate 
gyrus and hippocampal subdivisions as accepted nowadays. E) Hippocampal subdivisions in layers; so = stratum 
oriens, pl = pyramidal layer, sr = stratum radiatum, s l-m = stratum lacunosum-moleculare, sl = stratum lucidum, ml 
= molecular layer, gl = granular layer, Hi = hilus, Fi = fimbria. A, B and C modified from Andersen et al., 200711. 

 

The hippocampal formation includes the hippocampus, the subicular complex, the entorhinal 

cortex and the dentate gyrus. The entorhinal cortex is considered an interface between 

cortical information and the hippocampus. It is part of the neocortex and can recognize 

ensembles of sensorial inputs, including its spatial properties84. The entorhinal cortex is 

connected to the hippocampus and dentate gyrus, been its primary provider of afferences, 

through the perforant pathway69. Especially relevant for this thesis is the dentate gyrus 

(boarded deeply in section 1.4). From dentate gyrus, the connections flow to CA3, and then to 
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CA1. CA3 and CA1 contact with extrahippocampal regions and to subicular complex (that 

includes subiculum, para-subiculum and pre-subiculum). Subicular neurons send projections to 

entorhinal cortex85, from where it could re-enter in hippocampus, creating a closed loop of 

neural information processing, that has been proposed theoretically (together with prefrontal-

hippocampus connectivity) as a putative base for the short-term retention of information 

required for working memory86,87. 

Both hippocampus and dentate gyrus have a very well established laminated cellular structure, 

very well conserved amongst mammals. The reason for the relatability is that the hippocampus 

is phylogenetically quite old, as it is considered part of the archicortex/allocortex. Because the 

well preserved structural features of the hippocampus in all the species, from now on this 

work will focus on mice’s hippocampal formation as it is the animal model used. The 

anatomical names and terms are also valid for human’s hippocampus, as well as for other 

rodents88,89. 

 

Overview of the hippocampus and dentate gyrus anatomy. 

Dentate gyrus and hippocampus, in mice, are located bilaterally in the medial temporal lobe, 

extending its “banana” shape volume from posterior-ventral-lateral to anterior-dorsal-medial 

position, just below the corpus callosum in its anterior extension. Because its peculiar shape, 

after applying a coronal or horizontal cut in the brain, hippocampus and dentate gyrus can be 

distinguished because its confronted C-shaped anatomies (Figure 1.2), although C-shape 

dentate gyrus is sharper, forming an almost V-shape. 

Dentate gyrus anatomy is discussed below (see section 1.4), but briefly, it contains molecular 

layer, granule cell layer and hilus (also called polymorphic layer). Hippocampus is divided 

currently in CA3, CA2 and CA1. Each one of them can be further subdivided based on 

anatomical connections (Figure 1.2E) and gene expression. Regarding the layers, we distinguish 

(from external to internal): the alveus, formed by the axons of pyramidal neurons in their way 

to form the fimbria-fornix pathway; the stratum oriens, containing apical dendrites of CA 

pyramidal cells; the pyramidal cell layer, containing somas of the CA pyramidal cells; the 

stratum radiatum, containing the basal dendrites of CA pyramidal cells. In CA3, between the 

pyramidal cell layer and the stratum radiatum there is the stratum lucidum, formed by the 

terminations of dentate gyrus granule cells axons (called mossy fibres) over the proximal part 

of CA3 pyramidal neurons; and finally the stratum lacunosum-moleculare, immediately 

adjacent to the hippocampal fissure, that separate CA1 field and dentate gyrus, that is 

obliterated. 

Excitatory neurons somas are located in granule cell layer (dentate gyrus granule cells) and 

pyramidal cell layer (pyramidal cells). Principal cells in DG and CA1 have no projections back to 

its efferent regions, which give the hippocampus a mostly unidirectional flow of electrical 

information, which together with the very well defined laminar distribution provides a unique 

region to be used for mapping electrically the neural properties that underlie the neuronal 

transmission11,90. 

Surrounding the excitatory neurons there many types of interneurons both in the 

hippocampus and in the dentate gyrus91,92. Given its importance for this work, they are 

explained in depth in section 1.5. 
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Inputs into hippocampus and dentate gyrus. The perforant pathway.  

The hippocampal formation has four principal efferent bundles: the fimbria-fornix pathway, 

the dorsal commissure, the ventral commissure, and the angular bundle11.  

Briefly, the fimbria-fornix pathway provides inputs from, and afferents to, subcortical areas93. 

This pathway is a double sense pathway, formed by 1) axons that enter in the hippocampus 

extending obliquely in the alveus, from medial to lateral, and 2) axons from hippocampal CA 

pyramidal layer and subiculum in route to subcortical terminations. Fibres in the fimbria are 

organized topographically, and the entering ones come mainly from septal nuclei, thalamus 

and hypothalamus94. 

Dorsal and ventral hippocampal commissures pathways are formed by axons that cross the 

midline carrying information from the contralateral hippocampus (CA1 and CA3 mainly), 

dentate gyrus (mossy cells axons), presubiculum and entorhinal cortex. Most of this fibres have 

a homotopic origin from the contralateral hippocampal formation.  

Last, but not least, the angular bundle comprises fibres from and to cortical and subcortical 

areas interconnected with the entorhinal cortex11 and fibres that connect entorhinal cortex, 

presubiculum and parasubiculum with dentate gyrus granule cells95,96, CA3 and CA1. It is the 

main route taken by fibres originating from the ventrally situated entorhinal cortex as they 

travel to septotemporal levels of other hippocampal formation fields. This bundle is the 

principal route for neocortical inputs reaching dentate gyrus and the hippocampus; sensorial 

cortical inputs, as visual or other contextual/spatial information, arrive at the entorhinal 

cortex, where it is processed and transmitted to the hippocampus and dentate gyrus. A 

minority of entorhinal fibres also reach the hippocampus via the alveus, thought the 

temporoammonic alvear pathway8. However, the majority of entorhinal cortex fibres entering 

in dentate gyrus and hippocampus form the perforant pathway, which receives this name 

because its axons traverse or perforate the subiculum and the hippocampal fissure in their way 

to its targets. The perforant pathway is the primary input into the dentate gyrus8. It arises 

mainly from cells located in layer II of the entorhinal cortex, although a minor component 

comes from layer V and VI97. In the molecular layer, the entorhinal terminals are strictly 

confined to the outer two thirds, where they form asymmetrical excitatory synapses. These 

contacts occur on granule cell spines, and also, and importantly for this work, on hilar basket 

cells interneurons —most of them are parvalbumin positives92—. The perforant pathway can 

be divided into two parts based on the region of origin and pattern of termination: lateral 

perforant pathway and medial perforant pathway. The first one starts in the lateral entorhinal 

cortex, terminates in the most superficial third of the molecular layer in dentate gyrus and 

projects also to CA3 and CA1. While the latter one starts in the medial entorhinal cortex, 

terminate in the middle third of the molecular layer and projects also to CA3 but and less 

extent to CA111.  
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Internal connectivity.  

Internal hippocampal refers to the local networks and circuits formed therein in the 

hippocampus and dentate gyrus. They can be subdivided into connectivity between different 

hippocampal gyrus regions and local cellular connectivity. 

By one hand, regarding the intra-hippocampal and dentate gyrus networks (between its 

subdivisions), we found three circuits: the trisynaptic, the disynaptic and the monosynaptic 

connection (Figure 1.3A). The trisynaptic circuit comprises unidirectional connections that 

from the entorhinal cortex, via the perforant pathway, arrives at the dentate gyrus, it excites 

granule cells that connect with CA3 pyramidal neurons, and these send projections to CA1 

pyramidal neurons, via Schaffer collaterals. The disynaptic circuit comprises axons that go 

directly from entorhinal cortex to CA3, and from here to CA1 pyramidal neurons. Finally, the 

temporoammonic monosynaptic connection goes directly from entorhinal cortex to CA1 

pyramidal neurons. It is necessary to mention that around the 4% of CA3 pyramidal neurons 

show a high level of recursion coming from other CA3 pyramidal neurons, which is thought to 

be the neuronal substrate for pattern completion and the storage of related memories98. From 

CA3 and CA1 electrical signals can flow out from the hippocampus to other hippocampal 

formation areas (as subicular complex, coming back to entorhinal cortex) or to other 

subcortical or cortical extra-hippocampal regions. Dorsal and ventral hippocampus are also in 

contact by the longitudinal pathway, that is a distributed bundle of collateral axons that runs 

between the dorsal and the ventral CA3 pyramidal neurons99. 

On the other hand, local cellular connectivity refers to those connections created at the intra-

nodal level, in between different types of neurons. This local connectivity is crucial to 

understand how activity propagates in the system100–103. Grosso modo, we distinguish two big 

subtypes of local networks: feedforward and feedback networks (Figure 1.3B-C). Feedforward 

networks are those in which a given input activates both the excitatory neuron and the 

GABAergic local interneuron that directly inhibit the excitatory population activated with the 

same input. Feedback networks are those in which a given input activates an excitatory neuron 

(A) locally, which activates an inhibitory GABAergic interneuron, placed sequentially, that in 

turn inhibit the very same excitatory neuron that was first activated (neuron A)104. 

Feedforward and feedback networks —and others, as the lateral inhibitory networks— are 

combined simultaneously in the same local nodes, thanks to the diversity of neurons, and 

coordinate activity within the node.  

Both kinds of inhibitory networks combine neurons with different targets: perisomatic or 

dendritic, accomplishing different roles. Interneurons in local networks also established 

inhibitory contacts between them, and moreover, some of them express electrical gap 

junctions so that they can coordinate firing91,105. Introducing in depth all of this issues would 

distract from the main topic of the present thesis work, but as herein we present an 

experimental work that modulates the activity of parvalbumin hilar GABAergic interneurons, at 

least we need to mention its role in the circuit we modulate. They are implicated in both 

feedforward and feedback inhibition, thanks to its anatomical features, and innervate 

perisomatically its dentate gyrus granule cells targets (see dentate gyrus section 1.4, below). 

Hilar PV-basket cells neurons are explained in detail in section 1.5.1.  
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Figure 1.3. Neuronal networks in the hippocampus and inhibitory circuits. A) Schematic representation of main 
inner hippocampal circuits: trisynaptic, disynaptic and temporoammonic monosynaptic. Fibres from EC contact 
mainly with dentate gyrus, and less extensively to CA3 and CA1 directly. From dentate gyrus, mossy fibres contact 
with CA3, and CA3 pyramidal neurons emit the Schaffer collaterals to CA1. Axons from CA3 and CA1 form the 
output of the hippocampus. EC = entorhinal cortex, PP = perforant pathway, DG = dentate gyrus, MF = mossy fibres, 
SC = Schaffer collaterals. B) Schematic representation of a classical feedforward inhibitory network. C) Schematic 
representation of a classical feedback inhibitory network. Grey circle indicates inhibitory interneuron; black circle 
represents excitatory neuron; purple lines show excitatory afferents on the network. 

 

Outputs from the hippocampus.  

CA3 and CA1 pyramidal neurons are the only ones that project to the outside of the 

hippocampus, creating its long-range connections. These connections are monosynaptic to 

cortical areas, which are supposed to support consolidation and recall of memories, or 

polysynaptic. There are three main targets from the hippocampus, whether they use the 

fimbria-fornix pathway or the angular bundle (previously explained): 1) to cortices, as 

temporal, parietal sensorial cortices and frontal cortex, 2) to other medial temporal lobe 

structures as subiculum, entorhinal cortex, and 3) to subcortical areas —as thalamus, 

hypothalamus, amygdala, nucleus accumbens and septal nuclei—106. Figure 1.4 illustrates a 

simplified scheme of its anatomical connections.  
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Something to keep in mind for the present work is that dentate gyrus does not send axons to 

any extra-hippocampal areas directly; dentate gyrus granule cells have only one external 

output, to CA3, and one local target, the hilus, contacting on interneurons and mossy cells. 

Mossy cells also connect with local interneurons and with contralateral granule cells. 

 

 

Figure 1.4. Hippocampal connections from and to cortical and subcortical areas. Subcortical ones are indicated in 
red; cortical connections are in black. Thickness approximates the strength of the connections. Most of the 
neocortical inputs enter in the hippocampal formation through the entorhinal cortex; while outputs mostly leave 
hippocampus through the subiculum and then to frontal, parietal and temporal lobe, including entorhinal, perirhinal 
and parahippocampal cortices, as indicated by discontinuous lines. Subcortical connections are bidirectional. 7a/LIP 
= lateral intraparietal area, RSp = retrosplenial cortex, Cing. gyrus = cingular gyrus, TE and TEO= inferior temporal 
areas, V4 = visual area 4, numbers in frontal cortex indicate numbers according to Brodmann areas: 46 = dorso-
lateral prefrontal cortex; 11/12 = medial and lateral orbitofrontal cortex, 13 = anterior insular cortex. Extracted from 
Bird and Burguess (2008)106. 

 

1.3.- Synaptic plasticity and memory. 

Talking about memory nowadays is talking about synaptic plasticity. A quick search in PubMed 

with the terms “plasticity” AND “memory” give us 13.849 results. In 1973, Bliss and Lomo 

discovered the long-term potentiation (LTP) in the dentate gyrus of the rabbit. LTP is 

considered the proof of the Hebb’s law and consists on the increasing excitatory efficiency on 

the synapses after the application of an artificial stimulation train at high frequencies22,107. Five 

years later, Klein and Kandel described the modification of synaptic strength after basic 

learning in Aplysia Californica108. Nowadays, the LTP phenomenon is a candent topic in 

neurobiology, with some discussions, as its presynaptic or postsynaptic site of expression (for a 
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review, see Padamsey and Emptage, 2013109). LTP has been studied widely in the 

hippocampus, although it occurs virtually in all the excitatory NMDA-dependent synapses in 

the brain110, being involved in many neural functions, from visual cortical plasticity to 

sensitization to pain, and others111. However, it is not that clear how plastic changes control 

activity propagation at the level of circuits (for a review on that topic, Andersen et al. 2017112). 

 

1.3.1.- Properties of LTP plastic changes.  

LTP occurs at synapses that are repeatedly active, increasing their efficiency. It swells the 

sensitivity to neurotransmitters by increasing receptor number in the postsynaptic terminal 

and/or increasing neurotransmitter release by the pre-synaptic terminal113. It raises the 

essential link between protein synthesis, cellular changes and functional properties in the 

circuits. 

LTP is input specific and induce plastic changes that happens selectively on those synapses that 

allow specific routes to become potentiated114. It is a requirement for the learning and 

memory because the internal representation of the environment must be encoded in a 

definite pattern of spatial and temporal neural events. As LTP plastic changes are input-

specific, it gives the possibility to be clustered on sequential activations representing external 

world, being as different as possible from other surrounded cluster of connectivity, which 

represents others concept/events. 

Related to the clustering of interconnected synapses, it emerges the concept that the LTP 

allows the associativity. It requires that at least two different, but adjacent, circuits of 

concatenated neurons may influence each other, so that the activation of one of them, 

increase the probability of firing in the other one115,116. This property is crucial because it 

provides a synaptic mechanism for binding simultaneously coincident information from events 

and related knowledge.  

The most common LTP mechanism is NMDA receptor-dependent55,117,118. These ionotropic 

glutamate receptors are voltage-dependent, and Mg2+ blocks its interior in normal conditions. 

Only the co-activation of pre and post-synaptic terminal can release the Mg2+ from the 

channel. It happens when an efferent fibre fire at high frequency. The low delay between one 

pulse and the next one (and successive) makes the glutamate to arrives at the synapse when 

the previous neurotransmitter release has activated adjacent AMPA receptors, which lead to a 

postsynaptic inner cascade that displace the Mg2+ from the NMDA receptor. Then the Ca2+ may 

enter inside the neuron, given the NMDA high permeability to Ca2+, mobilizing a protein-kinase 

reaction cascade necessary for LTP plastic changes119. Some of them involve AMPA receptors, 

which are transported to the synaptic cleft. So that, next time presynaptic terminal releases 

glutamate, the higher number of AMPA receptors result in increased efficiency in 

neurotransmission (Figure 1.5).  

However, this mechanism is not the only one, as LTP can occur as well without NMDA receptor 

mediation at least in some synapses, for instance, in dentate gyrus to CA3 projections120. 
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Figure 1.5. Schematic mechanisms of LTP and LTD. A) NMDA receptor activation, under the pre and post-synaptic 
coincident activity, eject the Mg2+ ion that blocks the channel, allowing Ca2+ to enter. B) Ca2+ mobilizes 
Ca2+/Calmodulin complex which activates seconds messenger cascades, conditioned by the dynamic Ca2+ transient 
so that low and prolonged Ca2+ levels induce LTD, and brief but steeper transients induce LTP. C) Phosphorylation of 
AMPA receptors expresses LTP. De-phosphorylation causes LTD. D) Trafficking AMPA receptors from and to the 
membrane regulate LTP (increasing number in the membrane) and LTD (decreasing number in the membrane). E) 
presynaptic mechanisms promoting sustained firing rate also promotes LTP. F) LTD also is associated with mGluR 
type 1. Its activation leads to a reduced conductance in AMPA receptors. H-K) Longer lasting forms of LTP and LTD 
requires new protein synthesis, either locally or in other cell areas, mediated by different molecules as PKA, MAPK, 
PKM or BDNF (extracted from Bliss and Cooke, 2011121). 

 

1.3.2.- Long Term Depression and depotentiation.  

Another form of plasticity, opposite to the LTP, is the Long-Term Depression (LTD), a plastic 

process that decreases the synaptic efficacy and is induced by low-frequency stimulation122,123. 

It reduces the number of AMPA receptors from the membrane surface, by its internalization 

(Figure 1.5). We should not confound with “depotentiation”, which is the decay of the LTP and 

implies the normal loss of the synapse strengthening induced by LTP124. Both, depotentiation 

and LTD, have been related to the loss of memories, although its exact neurobiological 

features and its role in memory are still under debate125,126.   

LTD is mainly glutamatergic NMDA receptor-dependent and Ca2+ levels dependent. The low-

frequency stimulation protocols cause lower levels of Ca2+ in the postsynaptic targets, which 

would lead to internalization of AMPA receptors110. Another explanation is that LTD 

mechanism depends on mGlu receptors127, whose activation leads to the mobilization of 

calcium-sensitive kinases that finally phosphorylate AMPA receptors, reducing conductance in 

the membrane, or even reducing spine’s size110. Although its role in learning and memory is 

not as well characterized as its counterpart LTP, the theory holds that LTD has a role in 

forgetting, or at least in controlling the learning. If in the system would only exist LTP, at a 



26 

 

certain point the system would saturate (it only gets potentiated)128. Another possible role of 

LTD is in stabilizing the level of excitation that would help to prevent abnormal neuronal 

activity that could lead to altered states, as epilepsy129. 

 

1.3.3.- Synaptic plasticity and networks connectivity.  

Little is known about how synaptic plastic changes affect to the information transmission at 

the level of the circuits. 

In the first article about LTP22 the authors informed about an increased efficiency in the 

Excitatory Post-Synaptic Potential (EPSP) recorded in the molecular layer of the dentate gyrus 

(as a reflex of dendritic integration) that leads to a major Population Spike (PS). It was called 

the EPSP to PS potentiation. However, and mostly neglected, in the majority of the cases this 

relation was non-linear, showing a bigger PS than the predicted by the increased EPSP slope. 

“In the majority of cases […], the potentiation of the population spike could not be explained 

wholly in terms of potentiation of the EPSP”. Bliss and Lomo, 1973, 344 p. 

It implies that other factors than the increased excitability of glutamatergic synapses affect the 

network consequences of the LTP. These others aspect may have implications for memory and 

learning as well. For instance, LTP induction induces changes at inhibitory synapses of principal 

neurons130 or in the excitatory synapses of the interneurons131. Also, synaptic plasticity may 

affect differently to distinct neuronal populations132. High-frequency stimulation induces 

potentiation in excitatory synapses, but same protocols do different things in inhibitory 

interneurons, by virtue of different composition in the glutamatergic receptors133,134, or 

different proteomic machinery or membrane potential113. Also, LTP and LTD may occur in 

inhibitory synapses (not only in the traditional excitatory ones)130,132,135. It implies that LTP/LTD 

may modulate activity at the level of the network, and not only at local synaptic level. 

To emphasize the relationship between local LTP and functional network changes, Canals et al. 

(2009)136 probed that there is a functional reorganization of the circuit after the induction of 

LTP in one particular node. They implanted stimulating electrodes into rats' perforant pathway 

and acquired fMRI images while stimulating, before and after LTP induction. Before LTP, only 

the hippocampus and the dentate gyrus showed Blood Oxigenated-Level Dependent (BOLD) 

signal. After LTP induction, there was not only a local BOLD increase in those structures, which 

is expected, but also it appears an extra-hippocampal BOLD activity in other distant regions, in 

which authors didn’t induce LTP (as prefrontal cortex, nucleus accumbens, amygdala, and 

others)136. These data suggest that in spite the LTP is a local phenomenon, its effects on the 

local circuitry goes beyond the local processing and affect the functionally related circuit. 

Further experiments proved that the dentate gyrus is the structure that changes the activity 

the most after LTP induction —following the same protocol in high-resolution fMRI137—, and 

also that the LTP induction in dentate gyrus causes a decrease of inhibitory tone, mainly the 

perisomatic one, together with the well-known increased efficiency of excitatory transmission 

in the dendrites.  

The topic of this piece of work is not related to plastic changes per se, but regarding the 

consequences of synaptic plasticity in the dentate gyrus on long-range functional connectivity 

and the role of inhibition. Canals' laboratory pointed interneurons as critical regulators for 

understanding the information flow on the hippocampal trisynaptic circuit, its long-range 
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connectivity and its functional implications on memory and learning. In this thesis we 

modulated the activity of some hilar interneurons (parvalbumin-expressing interneurons), with 

pharmacogenetic tools (DREADDs), to address its functional consequences over the learning 

and memory. We combine pharmacogenetic with in vivo electrophysiological recordings in 

anaesthetized mice, fMRI, behaviour and engram labelling, in the way described in material 

and methods. The anatomical structure in which we focused is the dentate gyrus. So in the 

next two sections, we focus on the dentate gyrus and its interneurons populations. 

 

1.4.- Dentate gyrus. 

1.4.1.- Anatomic overview. 

The dentate gyrus is part of the hippocampal formation. It has a V- or U- shaped structure 

(depending on the anterior-posteriority and the kind of cut applied to the brain) and comprises 

three layers, called (from outside to inside): molecular layer, granule cell layer and hilus, also 

called hilar region or polymorphic layer (Figure 1.6). 

Molecular layer is the external part of the dentate gyrus, and it is mostly occupied by dendrites 

of dentate gyrus granule cells, and of some hilar interneurons. It is further divided into two 

parts depending on the receptor field that the afferent axons innervate. In that sense, we 

distinguish 1) the two outer third in the molecular layer, where inputs from entorhinal cortex 

arrive; lateral entorhinal cortex innervates the most external third in the molecular layer, and 

medial entorhinal cortex innervates the middle one (Figure 1.6). And 2) the inner third, where 

commissural afferents from the contralateral hippocampus arrive11. Granule cells dendrites are 

cone-shaped, directed toward the exterior portion of the molecular layer and are more 

extensive in the supralaminar blade of the granule layer, than in the infralaminar blade138. 

Granule cell layer is the intermediate one between the molecular layer and the hilus. This layer 

contains the somas of granule cells, that are the principal excitatory neurons in dentate gyrus 

and the only excitatory neurons that project to other areas (hilar mossy cells are also 

excitatory but project to ipsi- or contralateral dentate gyrus). Granule cells somas are highly 

compacted in the granular layer and can be segregated in supralaminar and infralaminar blade, 

having differential anatomical and functional properties138,139. Dentate gyrus granule cells are 

highly hyperpolarized and show rare firing rate, but when it does, it does in burst having a 

strong influence on their postsynaptic CA3 targets140. Axons of granule cells are called the 

mossy fibres and innervate CA3 fields. Supralaminar blade mainly innervates CA3a subdivision, 

also CA3b, mostly bypassing CA3c; while infralaminar blade innervates CA3c preferentially, an 

area not involved in auto-associative networks related to learning141. 

The hilus forms the internal part of the dentate gyrus. It takes its name due to the axons of the 

granule cells, that get adjacent one from each other so that it gives a filamentous appearance 

(hilus, from the Latin hilum, meaning thread/strand). It is also called polymorphic layer 

because of the diversity of neurons it presents. Axons of the granule cells pass through the 

hilus on their way to CA3. In the hilus, they emit collaterals to GABAergic interneurons and 

mossy cells. Part of those collaterals contact with hilar basket cells, forming feedback inhibition 

circuits. Those are important for this work because we will focus on interneurons regulation, 

and especially in the hilar PV+ cells, which most of them are basket cells92. Hilar interneurons 

will be boarded deeply in section 1.5.   
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Figure 1.6. Schematic anatomical detail of the dentate gyrus. Drawing of a coronal view of dentate gyrus. CA = 
Cornu Ammonis, ml = molecular layer, EC = entorhinal cortex. 

 

1.4.2.- Afferences to the dentate gyrus.  

Entorhinal cortex projections to the dentate gyrus.  

Dentate gyrus receives inputs mainly from the entorhinal cortex through the perforant 

pathway8. The projection to dentate gyrus arises mainly from layer II of the entorhinal cortex, 

and a minor component from layers V and VI. Its terminals are confined to the outer two-

thirds of the molecular layer, contacting with dendrites of granule cells and some interneurons 

subtypes, as the apical dendrite of the parvalbumin basket cells. Lateral entorhinal cortex 

generates the lateral perforant pathway that terminates in the outer third of the molecular 

layer. Medial entorhinal cortex generates the medial perforant pathway that terminates in the 

middle third of the molecular layer. The perforant pathway is part of the angular bundle 

previously explained in section 1.2.2. Although the majority of fibres in the perforant pathway 

come from the entorhinal cortex, it also comprises some axons coming from the presubiculum 

and parasubiculum, which enters in the molecular layer and ramifies between the lateral and 

medial termination sites95. As subiculum receives direct projections from the anterior thalamic 

nucleus, these fibres provide a putative functional link between the thalamus and dentate 

gyrus, via subiculum.  

 

Basal forebrain projection from the septal nuclei.  

The dentate gyrus also receives afferents from subcortical regions as the medial septal nucleus 

and the diagonal band of Broca, via the fimbria-fornix pathway, branching in the hilus with 

cholinergic and, in less proportion, GABAergic synapses142. Cholinergic projections contact 

mainly with granule cells with asymmetrical and presumably excitatory contacts. Only 5-10% of 
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cholinergic contacts are on interneurons. GABAergic projections terminate preferentially on 

GABAergic hilar interneurons, forming symmetrical synapses, presumably inhibitory. 

 

Supramammillar and other hypothalamic projections.  

Hypothalamic afferents to dentate gyrus arises mainly from the suprammillar area. They 

terminate densely in the molecular layer, just superficial to the granule cells, and lightly in the 

hilus. These projections to the dentate gyrus arise from calretinin and substance P neurons143 

and use glutamate as the primary neurotransmitter144. More hypothalamic nuclei project to 

the dentate gyrus; however, its diffusiveness and lack of distinguished biochemical markers 

made its study difficult. 

 

Brain stem nuclei projections.  

Dentate gyrus also receives projections from the brainstem nuclei, as locus coeruleus 

(noradrenergic), ventral tegmental area (minor projection, dopaminergic) and raphé nuclei 

(serotonergic)145–147. All of them terminate primarily in the hilar region of the dentate gyrus, on 

interneurons in general, and basket cells in particular. It points to these neurotransmitter 

systems as modulators of hilar interneurons controlling the information flow in the dentate 

gyrus. 

 

1.4.3.- Inner connectivity in the dentate gyrus.  

Once the external inputs arrive into the dentate gyrus, they are processed conditioned by the 

endogenous features of granule cells and dentate gyrus interneurons and its inner 

connectivity. 

 

Dentate Gyrus granule cells.  

Dentate gyrus granule cells have some unique features, as the mossy fibres extensions 

contacting in the CA3 thorny excrescences, its few and disperse multi-sites connections on CA3 

(boarded in section 1.4.4) and some particular electrophysiological characteristics140. They also 

present neurogenesis even during the adulthood (at least in rodents). They have an elongated 

cell body, 10 μm width and 18 μm height148, tightly packed in granule cell. Its dendrites extend 

into molecular layer, where they receive inputs from entorhinal cortex, from the contralateral 

dentate gyrus and from dendritic-target hilar interneurons.   

Neurogenesis in the dentate gyrus has been related to several aspects of learning and 

memory, as pattern separation/completion for associative memories149, memory 

consolidation150 and others (for a review; Abrous and Wojtowicz, 2015151; Deng et al., 2010152). 

Neurogenesis is also related with the high inhibitory control that the dentate gyrus granule 

cells present; the more mature the neuron is, the more inhibited153,154. It has significant 

implications; maybe the newborn neurons may encode new information efficiently due to the 

less inhibitory tone, and eventually, after a period in which they become progressively more 
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and more inhibited, they can retain this information for a variable period154. Interestingly, the 

total number of neurons do not vary with age under typical experimental conditions155, but it 

may increase by environmental factors, which affect whether the proliferation or the 

survival156,157. 

Dentate gyrus granule cells are highly hyperpolarized; its resting membrane potential is around 

-80/-85 mV. Its membrane resistance in around 122 ± 13 MΩ and the temporal window for 

synaptic integration is τm = 16 ± 1 ms (similar to pyramidal neurons in CA3 and CA1). The 

combination of low membrane resistances and highly negative resting potential support the 

idea of the K+ selective leak conductance as responsible for its features158. Also, the current 

and voltage threshold is more positive than most of the neurons, showing a high action 

potential threshold158. All together help the very low firing rate exhibited by dentate gyrus 

granule cells. Regarding dendritic integration, dentate gyrus granule cells show comparable 

synaptic excitation to CA3 and CA1 pyramidal cells —which exclude dendritic synaptic 

differences as responsible in firing rate—, and a higher ratio of excitation versus 

hyperpolarizing inhibition (probably required to more easily overpass its hyperpolarization)158. 

Dentate gyrus granule cells present low-frequency firing, virtually 0 Hz —we need to go to the 

order of minutes to see them spontaneously firing140—. Despite their meagre firing rate, if they 

do, they do in bursts, having an enormous and super-effective influence on CA3 targets. 

Granule cells are exposed to barrages of fast AMPA-mediated excitatory postsynaptic currents 

(EPSCs), coming mainly from entorhinal cortex; and inhibitory postsynaptic currents (IPSCs), 

due to local inhibitory interneurons. EPSCs have coherence with the field potential in theta 

frequency, while IPSCs do in gamma range. The classic view in the theory point to 

glutamatergic entorhinal cortex, or cholinergic input coming from medial septum, as driver for 

the theta activity159–161, while gamma is a local phenomenon driven by GABAergic 

interneurons162. Gamma power, related to inhibitory interneurons activity (especially fast-

spiking basket-cells), is higher in granule cells than in other excitatory neurons140,158, while 

theta power remains equal. It indicates a higher local inhibitory control over granule cells than 

the generally applied in the brain. 

Interestingly for this work, even though gamma activity in dentate gyrus rely on local 

inhibition, entorhinal cortex lesions reduce it, when it should only compromise excitation163. 

This, and other data point to an interrelationship between this two, spectrally and 

mechanistically distinct, rhythms that coexist in the dentate gyrus. Theta-gamma coupling 

oscillations are in the point of view of computational models, merged with experimental data, 

as the basis for the temporal encoding of information164 and the facilitation of the 

communication between areas165. Research has pointed especially to the GABAergic fast-

spiking interneurons, parvalbumin basket cells, as a critical generator of gamma 

oscillations162,166,167. 

Theta-gamma coupling activity, related to excitatory-inhibitory synaptic events, is also affected 

by cable filtering168,169, because dendro-somatic transfer impedance is highly frequency and 

location dependent168,170. Thus, proximal inputs provide signals in gamma frequency, related to 

basket cells perisomatic inhibitory contacts, and distal inputs may provide signals in theta 

frequency with more efficiency, related to the entorhinal inputs over granule cells. 
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Related to local inhibitory activity controlling granule cells, dentate gyrus interneurons in 

general, and parvalbumin basket cells in particular, are boarded deeply in section 1.5., given its 

great importance for this work. 

 

Internal microcircuits in the dentate gyrus.  

Internal microcircuits depend on the number neurons subtypes included on them. There still is 

an academic discussion on how many interneurons subtypes exist and how exactly they 

connect in the dentate gyrus (for a review Freund and Buzsaki, 199691; Pelkey et al., 201792). 

However, in the dentate gyrus, and for this work, may be sufficient with the division of granule 

cells projections to the hilus, basket cells perisomatic innervation over granule cells and hilar 

interneurons projections to the molecular layer (Figure 1.7). Those divisions comprise the 

population we focus on this piece of work; the parvalbumin basket cells in the hilus. 

 

Granule cell projections to the hilus. 

Granule cells axons, called mossy fibres8, have unusually large buttons that form en passant 

synapses in CA3 (around 15-20 per mossy fibre), but they also set collaterals into the hilus, 

contacting with interneurons and mossy cells. Each mossy fibre may have even seven 

collaterals into the hilus, with a total length of around 2.3 mm171, which point to the 

importance of the feedback inhibitory circuits on the regulation of granule cells activity. 

Mossy fibres collaterals branch in the hilus and gives rises to around 200 small synaptic 

varicosities, forming contacts with proximal dendrites of hilar mossy cells172, basal dendrites of 

inhibitory basket cells, and other interneurons subtypes173 as the Hilar Perforant Path-

Associated cells (HIPP). It is necessary to note that while contacts with CA3 pyramidal neurons 

are 15-20, contacts in the hilus are around 200, and most of them are over inhibitory 

interneurons populations173. Some collaterals may enter in the granule cells layer itself (never 

in the molecular layer) and contact also with proximal apical dendrites of parvalbumin basket 

cells174.  

 

Basket cells perisomatic innervation over granule cells. 

Basket cells are located below the granule cell layer and extend its axon all along the granule 

cell layer, establishing GABAergic perisomatic contacts175,176. Some contacts may be in the 

proximal dendrites of granule cells as well. Hilar basket cells present an apical dendrite that 

ramifies in the molecular layer and is innervated by entorhinal afferents; and a basal dendrite 

inside the hilus, innervated by granule cells axons, mossy cells and by GABAergic 

interneurons174. The polysynaptic contacts are evidence of complex inhibitory/dis-inhibitory 

mechanisms controlling information flow in the dentate gyrus, whose functional implications 

are mainly unknown.  

There is a substantial difference in number between the granule cells and the basket cells. 

However, its axonal plexus ramifies densely in the local circuit, so that each basket cell 

contacts with around 10.000 granule cells, 7-10 contacts with each one, even at 1-1.5 mm 

distance away174. This finding, together with their high firing frequency and precise timing177, 

point them as perfect regulators of granule cells activity. 
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Figure 1.7. Schematic representation of classical inner microcircuits in the dentate gyrus. Perforant pathway fibres 
(purple) activates both granule cell (black) and apical dendrite of parvalbumin basket cells interneurons (PVbc; in 
red), which inhibit perisomatically the granule cells. Granule cells firing activates PVbc and hilar perforant pathway-
associated cells, related to somatostatin biomarker (HIPP/SST; in blue), which inhibit granule cell dendritically. 
Kindly note that PVbc mediates feedforward and feedback inhibition, while HIPP/SST neurons do so only in 
feedback inhibition. It is a classical and simplified scheme of the dentate gyrus inner circuitry. Other interneurons 
subtypes inclusion would distract from the explanation of PVbc role in the circuit regulating granule cells activity. 
DG = dentate gyrus, ml = molecular layer, gl = granule cell layer, hi= hilus, CA3 cornu ammonis 3. + Indicates 
activation, - indicates inhibition. 

 

Hilar interneurons projections to the molecular layer. 

Hilar Perforant Path-associated cells (HIPP) cells, identified by the expression of somatostatin 

(SST), provide the GABAergic projections to the molecular layer. They represent 16% of the 

interneurons in the hilus178,179. Its dendrites are located exclusively in the hilus, where they 

receive projections from granule cells, mossy cells and other interneurons91. HIPP cells extend 

their axons to the outer two third of the molecular layer, inhibiting distal dendrites of granule 

cells, and mediate in feedback inhibition over granule cells (Figure 1.7). Interestingly, HIPP 

axon-terminal fields and mossy cell plexus are complementary in their respective innervating 

regions, suggesting that both cell types may be another excitation/inhibition regulatory system 

over the dentate gyrus granule cells11. 
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1.4.4.- Efferent projections from the dentate gyrus.  

Dentate gyrus does not project to any other area than the CA3, through the mossy fibres. They 

contact on the CA3 field in the stratum lucidum, close to the pyramidal layer. The dentate 

gyrus projection ends abruptly at the beginning of CA2, being one of the main features that 

differentiate CA3 from CA2. CA3 can be further subdivided, from proximal to distal with 

respect to the dentate gyrus, in CA3c, CA3b and CA3a. CA3c is even inside the hilus and 

receives inputs mainly from granule cell placed in the infralaminar blade. CA3c pyramidal cells 

have not auto-associative recurrent networks related to associative learning and memory141. 

Some infralaminar layer cells axons cross the pyramidal cell layer in CA3c and also contact on 

CA3a, and CA3b171. Granule cell in supralaminar blade mainly innervate CA3a, the most distal 

section, also CA3b, and mostly bypass CA3c139,141. 

Mossy fibres give rise to complex en passant presynaptic terminals called mossy fibres 

expansions180. They may be even 8 µm large, but the majority range between 3-5 µm. These 

expansions form irregular, sophisticated and very characteristic synapses with the CA3 

pyramidal cell proximal dendritic spines, called thorny excrescences. These synapses may have 

more than one contact per mossy fibre expansion but in the same pyramidal dendritic tree. 

Each granule cells contact only with 15-20 pyramidal neurons, with these super-effective 

synapses with multi-release sites in the mossy fibre expansions. Each CA3 pyramidal cell may 

receive input from about 72 granule cells, while granule cells-to-CA3 pyramidal cells ratio 

range from 12:1 in the septal hippocampus to 2:3 in its temporal pole174. These peculiarities 

have attracted the attention of many scientists (since Marr, 197198), who point to the CA3 

region, together with its recurrent connections, as responsible for pattern completion; and to 

the dentate gyrus for pattern separation. 

Mossy fibres release mainly glutamate, as evidenced by its asymmetric synapses and 

biochemical markers. However, they are also immunoreactive for several other neuroactive 

substances, as dynorphin, GABA and cholecystokinin (CCK)181,182. Between all of them, the most 

interesting could be the co-immunoreactivity for GABA; although granule cells do not 

demonstrate mRNA for the synthetic GABA related enzymes GAD65 or GAD67, prolonged 

stimulation of the perforant pathway may induce GAD mRNA expression. It is thought to be 

involved in plasticity and in controlling the excitation, in case of over-activation related to 

epilepsy183,184. 

 

1.4.5.- Dentate gyrus functions.  

Dentate gyrus receives multiple convergent sensory inputs through the entorhinal cortex. It 

includes vestibular, olfactory, visual, auditory and somatosensory inputs, in conjunction with 

spatial grid cells information185. This conjunction between sensory and spatial information 

explains why most of the studies relate dentate gyrus with spatial-context memory, although 

some of them also integrate non-spatial but context-dependent information186,187. This spatial 

functions associated to dentate gyrus include pattern separation188,189, grid to cell code 

conversion185,190 and the encoding of new spatial memories by associating sensory-specific 

inputs and contextual information converging in the same cell191,192. 

Many articles relate the dentate gyrus with pattern separation. This attention comes from 

Marr’s theory (1971), who developed a computational model that pointed to CA3 as the 
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central node for pattern completion —mainly because its recurrent collaterals—, and to the 

dentate gyrus as the primary node for pattern separation —due to its sparse connectivity, its 

high number of neurons and its precise and super-effective connections on the CA398,193—. 

Marr’s theory focused more in the pattern completion than in the dentate gyrus function, 

relegating the latter as “helper” of CA3 in case of complex spatial situations with high 

overlapping similitudes; which could lead to a CA3 recurrence failure. It raised the idea of 

dentate gyrus requirement is directly proportional to the grade of similitude of the contextual 

information; so to say, directly proportional to the difficulty of the spatial task. Experimental 

data support pattern separation associated with the dentate gyrus64,188,194. For instance, 

damage in rat's dentate gyrus reduces its ability to detect object movements concerning 

previous positions. Also, dentate gyrus granule cells respond when the environment is 

suffering progressive and soft changes, but do not when the same environment changes 

drastically188. Moreover, in humans, pattern separation tasks increase BOLD response in 

dentate gyrus and CA3. Also, the dentate gyrus participation in non-spatial pattern separation 

has been discarded: 1) temporal pattern separation is mediated by CA164, 2) separation of 

purely visual patterns is linked to perirhinal cortex195, 3) discrimination between rewards is 

accomplished by the amygdala196, and 4) motor separation pattern is related to the caudate 

nucleus197.  

Even though the majority of the research focuses on pattern separation, not all the studies 

agree in considering it as the only dentate gyrus function198–200. For instance, Lee and Jung 

(2017)200 propose that dentate gyrus bind different sensorial information, including spatial 

one, “packing” them into discrete patterns, first in the dentate gyrus and then transferring it 

into the rest of the trisynaptic circuit. As a result of this binding, it emerges the pattern 

separation, because different sensorial conjunctions result on discrete separation of patterns; 

but as a consequence of the “packing” of sensory-spatial memories, not as a property per se. In 

that sense, Morris et al. (2013)199 found that dentate gyrus lesions compromise learning in 

odour-context association tasks, not requiring pattern separation. It supports the role of the 

dentate gyrus in binding sensory-spatial information. Also, Buckmaster and Schwartzkroin 

(1994)198 suggested that the dentate gyrus may participate in associative learning as well, due 

that mossy cells-to-granule cells express NMDA synaptic plasticity201. Actually, LTP presence in 

dentate gyrus would be detrimental to pattern separation because it tends to attract similar 

patterns together by enhancing synapses that are common with similar patterns202. 

All these data point to the dentate gyrus participating in contextual memories formation and 

discrimination. It does so by itself or by modulating hippocampus activity. Hippocampus and 

dentate gyrus contribute by combining object and place information via conjunctive 

processing203,204. Following this idea, Spanswick and Sutherland (2010)205, demonstrated that 

animals with dentate gyrus lesions showed problems in recognizing new positions of the 

objects in context-dependent tasks, but did the standard object-recognition task correctly. 

Morris et al. (2012)206 replicated the spatial-dependent memory deficits after dentate gyrus 

lesions. 

Some other works claim that the dentate gyrus may contribute to temporal associative 

integration for events and temporal cue-recall sequences based on the newborn neurons in 

the dentate gyrus207. As time passes, the young neurons mature or die. When new events 

happen together in time, they may be encoded within the same young neurons. The 

concatenated replenishing of neurons, memorizing new events, may be the substrate for 

temporal orthogonalization and the episodic memory. In that sense, dentate gyrus lesions 
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disrupt the temporal association between spatial events presented within 3 minutes207. This 

implication for storing spatial and temporal aspect of events also links dentate gyrus with 

episodic and working memory208,209. 

To summarize dentate gyrus function; most of the research focuses exclusively on pattern 

separation since Marr’s proposals (1971). However, being plausible, it could be due to a 

consequence of a more extend implication on sensorial-spatial processing, converging spatial 

inputs with context-related information. Dentate gyrus importance increase as function of the 

difficulty of the task, so that its implication is more evident when the spatial task requires 

some grade of overlapping inputs. Dentate gyrus may modulate CA3 activity, where auto-

associative memories are thought to take place. However, the specific way in which dentate 

gyrus does it is unknown. Some experimental data and computational models point to the 

theta-gamma coupling activity, related to the excitation/inhibition ratio, as an essential key to 

understand the electrical activity flow, underlying to its functions and especially to memory.  

 

1.5.- Interneurons and inhibition. 

We still don’t have a unique classification for all the interneurons, but several that, altogether, 

allow its study and the communication between professionals. We can classify them according 

to the anatomical features, by which we distinguish interneurons based on its shape, position 

and connectivity —as basket cells interneurons, axo-axonic cells, Hilar Commisural-

Associational Pathway-related interneurons (HICAP), Hilar Perforant Path-associated cells 

(HIPP) and others—, or based on the molecular marker they express —as parvalbumin (PV), 

somatostatin (SST), cholecystokinin (CCK), vasointestinal peptide (VIP), among others—. These 

neurons with different biochemical markers correspond (although not entirely) with some of 

the anatomical classifications. For instance, PV interneurons usually are associated with hilar 

basket cells; while SST interneurons mostly correspond with the HIPPs anatomical subtype91. In 

addition to their specific biochemical marker, most, if not all, of the interneurons are 

GABAergic, co-labelling for GABA related molecules, like glutamic acid decarboxylase (GAD). 

The total number of interneurons in the hippocampus range from 7%210 and 11%211. 

Interneurons can also be classified based on its electrophysiological properties, so that we 

differentiate, for instance, fast-spiking interneurons, to point neurons with low inter-spike 

delay and high firing frequencies. The electrophysiological studies have led to an incredibly 

high number of different subdivisions212. The high complexity of the interneurons’ classification 

in specific networks nodes gives rise to the idea that maybe they can be only be clustered 

attending to a combination of electrophysiological, anatomical and biochemical factor212, 

giving a high number of entities.  

Not trying to classify them, we will focus on hilar PV expressing interneurons of the dentate 

gyrus, most of them correspond to the anatomical pyramidal basket cell subtype92 and with 

the fast-spiking electrophysiological phenotype213, because they are the target population for 

this work. Other subtypes will also be mentioned briefly. 
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1.5.1.- Dentate gyrus interneurons.  

Hilar PV pyramidal basket cells.  

Most of the basket cells in the hippocampus and dentate gyrus match with PV labelling92,214, in 

spite some basket cells do not, and co-label with CCK instead (16%). Some bistratified 

interneurons (not mentioned in deep) also form a low portion of total PV interneurons92. PV+ 

and CCK+ basket cells differ in their electrophysiological properties, even though they both are 

basket-cells. CCK+ interneurons fire in a less reliable manner, not being coupled to the gamma 

oscillation in the network and generate fluctuating, asynchronous and less timed inhibition on 

their targets213. This two biochemically distinct basket cells probably are playing different roles 

in the network fluctuations. Because of that, and due to that we modulate only the PV+ 

interneurons activity in this work, we are going to focus on the PV+ majority of the basket cells. 

PV-expressing basket cells (PVbc) present pyramidal shape cells bodies ranging from 25 to 35 

µm ø, located along the deep surface of the granule cell layer, although some of them can be 

found embedded in the granule cells layer itself.  The name of the basket is due to the 

characteristic perisomatic plexus over its neuronal targets, which surround the soma forming a 

kind of basket8. The first description of the pyramidal basket cells and defined them as having a 

unique an-spiny dendritic tree ramified in the molecular layer (its apical dendrite), whose 

functional property is to provide feedforward inhibition over its granule cells targets. Lorente 

de Nó83 distinguished also the basal dendrite, that may vary in number from two to five 

branches, sited in the hilus, and receive inputs from granule cells, so that it allows the basket 

cell to mediate also in feedback inhibition. This basal dendrite also receives inputs from other 

cells types, as the hilar mossy cells or inhibitory interneurons91. In total hilar basket cells 

receive inputs from; 1) entorhinal cortex, via perforant pathway, 2) contralateral dentate 

gyrus, via commissural association fibres, 3) dentate gyrus granule cells, through the mossy 

fibres, 4) CA3 pyramidal neurons, via its back projections to mossy cells and then to baskets 

cells, 5) from others PVbc, and 6) from other hilar interneurons91. Lorente de Nó (1934) 

defined basket-cells as free of spines, however, recent research presented in FENS forum 2016, 

not yet published to our knowledge, by the group of Marlene Bartos, probed that exists two 

different populations of parvalbumin-expressing basket cells; an-spiny and spiny basket cells, 

whose functional and electrophysiological differences are still under study. 

Axonal arbours of the basket cells ascend through the granule cells layer, distribute long 

horizontal branches superficially to the granule cell layer, and emit a large number of 

collaterals that descend into the granule cell layer, where they form a dense perisomatic 

plexus in the proximal dendrites of granule cells, with GABAergic inhibitory type 2 synapses 

(Figure 1.8). Perisomatic contacts are optimal to control the timing of action potentials in 

target cells215,216. Each axon branch around 1.5 mm along the septotemporal axis, and around 

44 mm long in total, with a high number of synaptic buttons176. This large axonal dimensions 

and the high number of contacts over its targets seem to compensate the low number of hilar 

basket cells neurons: its ratio with respect granule cells range from 1:100 to 1:180 in the 

supralaminar blade, and around 1:300 in the infralaminar blade11. However, each PVbc may 

contact with even 10.000 granule cells, 7-10 perisomatic contacts per neuron, at 1-1.5 mm 

distance away174. 

Hilar PV basket cells are estimated in around 14% of the total number of interneurons in the 

hippocampus and dentate gyrus217. However, its exact number is controversial because, at 
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mature stages, PV expression levels are dynamic, related with the activity in the circuits they 

are embedded in218, which could elicit differential staining. It also may reflect functional 

dynamical properties at the level of the networks. In that sense, it is worthy to note that PV 

basket cells can be recruited by different combinations of inputs and may serve dynamic 

functions in the circuitry, contributing with rapid and timed inhibition on their postsynaptic 

cells219,220. 

Excitatory synaptic inputs rapidly activate PV-expressing interneurons, which generate high-

frequency trains of action potentials phase-locked to fast network oscillations. It provides fast, 

stable and precise-in-time inhibitory output onto their target cells213. It is possible because 

they have low input resistance, Rin ∼80 MΩ, and fast membrane time constant, τm ∼10 ms, 

which conditions low specific membrane resistance, Rm ∼10–15 kΩ,220,221. The recruitment of 

PV basket cells by entorhinal cortex afferents elicits short-latency feedforward inhibition216, 

whereas, activation in dentate gyrus cells activates feedback inhibition and modulate the 

duration of the discharge period in the target cells. Interestingly, while multiple pulse activity 

usually leads to a depression in the firing rate, same multiple pulse activity leads to a reliable 

activation of PV basket cells222. Altogether, these data indicate that PV basket cells rapid and 

reliably translate excitatory inputs into a fast inhibitory control on its targets, controlling 

activity propagation in the node they are embedded in219,220.  

PVbc dendrites have large diameters223. As the anatomical parameters also condition the 

neuronal electrophysiological properties, synaptic currents integration in the soma are quicker 

than in other interneuron types224. The combination of large dendritic diameter, low 

attenuation of activity propagation and low Rm support fast propagation of EPSPs in PVbc. It 

helps to the fast-spiking characteristics of these cells. Moreover, the fast τm define narrow time 

windows for temporal summation224. They also express low densities of voltage-dependent 

Na+ conductance at their dendrites, but high densities of voltage-dependent K+, mostly Kv3-

type channels225. K+ channels facilitate the decay time course of EPSPs at apical dendrites, so 

that temporal precision is enhanced. Furthermore, the density of K+ channels declines with 

distance from the soma, indicating that acceleration of EPSPs will be more profound at 

proximal than at distal dendrites (Figure 1.8). 

The majority of excitatory synapses in interneurons, in general, contain four subunits of 

postsynaptic AMPA receptors: GluR1, GluR2, GluR3 and GluR4226. Dentate gyrus fast-spiking 

cells, presumably PVbc, express low-levels of GluR2227. It is associated with fast deactivation 

kinetics. AMPA receptors lacking GluR2 subunit also show a Ca2+ permeability several times 

larger than the standard227. Its activation has been related to LTP induction mechanism228, 

which point to the PVbc interneurons as candidates to be regulated by plastic changes, having 

unknown functional implications at the level of the networks. 

Action potentials of PV basket cells have short half-durations (< 0.4 ms) and propagate rapidly 

(∼0.25 m s−1) with minimal failure rate along the axon220. Thus, they support rapid and reliable 

transduction of signals from the input to the release site, occurring with minimal fluctuation 

and low failure rates221.  
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Figure 1.8. Detailed illustration of a hilar parvalbumin basket cell. A) Detailed draw representing anatomical and 
electrophysiological features of hilar PVbc interneurons. Black indicates dendrites and soma; blue line indicates 
axonal arbour and perisomatic plexuses. Colour bars indicate the density of potassium Kv3 channels from the soma. 
In vitro data (right) taken from Yexica et al., (2008)229. B) Amplification of the squares in A, focusing on PV basket 
cells dendritic synapses. C) Magnification of the synaptic membrane of PVbc, representing characteristics 
heterotetramers AMPA receptor on its surface; containing GluR1, GluR2, GluR3 and GluR4 subunits. AMPA 
receptors on PV basket cells show low levels of GluR2 subunit, which provokes fast deactivation kinetic and high 
Ca2+ permeability. DG = dentate gyrus, gc = granule cell, PVbc = parvalbumin basket cell, ml = molecular layer, gl= 
granule cell layer, hi = hilus. 

 

Other interneurons.  

Classifications based on the anatomy. 

Classically, the anatomical classification (Figure 1.9) segregates dentate gyrus interneurons in: 

- Hilar Perforant Path-associated cells (HIPP cells). This type has 2-3 primary dendrites that 

start from the poles of its fusiform soma, sited in the hilus. They run in parallel to the granule 

cell layer blade and spread for nearly its entire length. Its branch coincides with the 
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distribution of mossy fibres collaterals in the hilus. The main feature of these cells is the 

presence of long, thin and often branched spines in the soma and dendrites. Its axon ascends 

into the outer two third of the molecular layer (exactly where perforant pathway fibres arrive) 

and innervates with symmetric inhibitory type 2 synapses on granule cell dendrites, having a 

highly disperse distribution (with even 100.000 synapses)11. Occasionally they also contact with 

other interneurons subtypes176. Some collaterals of the HIPP cells may also arrive at CA1 region 

and subiculum230. This anatomical subtype often is associated with the SST biochemical 

phenotype. HIPP cells are likely to mediate dendritic feedback inhibition of granule cells231. 

- Hilar Commisural-Associational Pathway-related cells (HICAP) are multipolar cells with thin 

and sparsely spiny dendrites that extend both in the hilus and in the inner third of the 

molecular layer (where commissural fibres arrive)230. Their soma is in the subgranular zone, 

from where the axon ascends and branch in a Y-shaped manner in the middle third in the 

molecular layer. Their axons possess a large number of buttons that tend to be confined in the 

inner third of the molecular layer, forming symmetric synapses in proximal dendrites of 

granule cells230. HICAP cells termination seems to have a preference for large calibre granule 

cells spiny dendrites231. 

- The Axo-Axonic, or chandelier, interneurons somas are within the granule cells layer and 

extend their dendrites both in the molecular layer (apical dendrite), that reach mainly the 

outer third, and in less number in the hilus (basal dendrite)232. They have a pyramidal-like 

soma, and its axon innervates mainly the axon cone on the granule cells targets, in a 

characteristic termination that gives rise to its name, with 4-12 buttons aligned parallel to the 

axon initial segment of granule cells and of other hilar interneurons. Some granule cells receive 

axo-axonic innervation from several chandelier interneurons233. This termination on the axon 

initial segment is unique among interneurons subtype having enormous influence in blocking 

the firing of the target neurons. 

There are other interneurons anatomical subtypes in the hilar region of the dentate gyrus, as 

neurons with axons and dendrites in molecular layer (MOPP cells)230, hilar neurons with 

specific projections to subiculum and hippocampus234, hilar interneurons with unknown 

projections235,236, and others (Figure 1.9. For a review: Freund and Buzsaki, 199691; Pelkey et 

al., 201792). However, boarding all of them would distract from the introductory overview, and 

it could be counterproductive for the present thesis. 
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Classifications based on biochemical markers. 

The anatomical classification co-exists with interneurons division based on its biochemical 

markers (Figure 1.9). Some subdivisions have a kind of overlapping coincidence with the 

anatomical classifications, but they do not always march perfectly. For instance, basket cells 

are linked to PV- and CCK-expressing (16%) interneurons or HIPP cells mostly are hilar SST 

expressing cells. However, VIP-expressing interneurons have not, to my knowledge, specific 

anatomical subtype to be associated with. Neither the calbindin or the calretinin ones. The 

classifications based on the biochemical marker divided interneurons into: 

- Somatostatin-positive interneurons have been associated with HIPP anatomical subtype237. 

Their somas and dendrites are in the hilus, where they receive input of the granule cell mossy 

fibres, mossy cells and other interneurons subtypes. Its axons ramify in the outer two-thirds in 

the molecular layer, where afferents from entorhinal cortex arrive. A small proportion of cells 

emits collateral to contralateral dentate gyrus and CA1238. Their similarities with HIPP 

anatomical subtype make them be used as synonymous, being probably the most straight-

forward of all the bridges between anatomical-biochemical classifications. Giving its 

connections, they seem implicated in feedback dendritic inhibition.  

- Calbindin-positive interneurons form the group with the lowest number of neurons in the 

dentate gyrus, but interestingly they are placed in the molecular layer (3-20 per slice) and the 

hilus (3-10 per slice). Their dominant dendritic orientation can be horizontal or vertical and its 

axon, in the dentate gyrus, has not been reconstructed yet. Calbindin is a marker also of 

granule cells, so it is not specific to interneurons, and this feature makes its study harder239. 

- Calretinin-positive interneurons may be spiny or an-spiny. Spiny ones are mostly in regions 

where receive innervation from mossy fibres; in hilus and CA3. In the dentate gyrus, dendrites 

are confined in the hilus. Its axon was not visualized by immunostaining yet, due to its high 

myelinisation, but at least some of them project to contralateral dentate gyrus91. However, in 

CA3 has been intracellularly injected with biocytin and its axons arborized in stratum 

lacunosum-moleculare, and in the outer third of the dentate gyrus molecular layer91. The 

GABAergic nature of the spiny calretinin interneurons is controversial; some articles have 

probe negative co-staining with GABA makers240, but negative staining does not necessarily 

mean negative expression, it could be due to low levels of GABA or GAD. Spine-free calretinin 

interneurons in the hippocampus, on the other hand, receive inputs mainly from extra-

hippocampal projections, from not established sites, and innervate mainly other interneurons. 

They are also GABA negative91. 

- Neuropeptide Y immunoreactive interneurons in the dentate gyrus are mostly in the hilus, 

but some of them are in the molecular layer. They have a pyramidal shape soma and two 

dendrites branches; the basal one is restricted to the hilus, receiving inputs mainly from mossy 

fibres, and the apical one ascends to the molecular layer. This subtype is similar to the 

previously explained basket cells, but the axons form a dense plexus in the outer third in the 

molecular layer, gradually losing density in the middle one and sparsely in the inner third. 

Some fibres cross to contralateral dentate gyrus91.   

- Vasointestinal peptide (VIP) positive interneurons are GABAergic and are present in all the 

layers in the dentate gyrus241, although they tend to be more numerous within or nearby 

granule cells layer. Their morphology and laminar distribution are quite variable; the most 

frequent type of VIP interneurons has a bifurcated dendritic tree, with predominant radial 

orientation, which extends toward the pial surface. Cells within or below the granule cell layer 
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tend to have pyramidal shape somas with rich basal dendrites. In deep hilus, some VIP cells 

have multipolar dendrites that may be very long. Axons from VIP interneurons mainly 

innervate other interneurons subtypes placed in hilus, or in the molecular layer, and also some 

of them innervate other VIP positive interneurons242. Due to its connectivity, and its inhibitory 

controls over other interneurons, VIP expressing neurons are thought to be regulators of the 

inhibition in local networks. It was confirmed at least in cortical networks243, pointing to VIP 

interneurons as “switchers” for other inhibitory interneurons populations. 

 

There are more interneuron subtypes, including enkephalin positive interneurons, neurokinin 

immunoreactive neurons, nitric-oxide synthase interneurons, among others. However, even 

less is known about them, and they will not add anything else to the present work, despite its 

academical interest. 

 

 

Figure 1.9. Schematic representation of main hilar interneurons. Black neurons represent excitatory granule cells. 
Left: anatomical classification of hilar interneurons. Brown circles indicate soma position, brown lines indicate 
dendrites and purple lines indicate axons and its innervation area. Right: interneuron classification based on 
biochemical markers. Green circles indicate soma position, green lines indicate dendrites and purple lines indicates 
axons and its innervation area. Red line is the axon of VIP interneurons, which inhibit other inhibitory interneurons. 
PV = parvalbumin, CCK = cholecystokinin, bc = basket cell, HIPP = hilar perforant pathway-associated cells, HICAP = 
hilar commissural associational pathway-related cells, NPY = neuropeptide Y, SST = somatostatin, VIP = 
vasointestinal peptide, ml = molecular layer, gl = granule cell layer, hi = hilus. 

 

  



42 

 

1.5.2.- Inhibition 

Inhibition was classically seen as mere compensation over the excitability in the neurons. Even 

nowadays some authors argue that inhibition, per se, serves no functional role beyond 

homeostatic inhibition after excitation244. Nevertheless, strong evidence coming from 

experimental data, computational models and theoretical proposals point to the role of 

inhibition as essential for neural computations and for providing temporal windows that allow 

neuronal functional coupling both locally and, by controlling local processing, affecting long-

range connectivity245,246. 

The synchronization of neuronal ensembles is crucial for information processing. The 

researchers that support that the inhibition in the system plays a vital role point to the 

interneurons as critical players in coordinating this processing. The synchronous firing of 

neurons generates neural oscillations that we can measure in extracellular local field potential 

(LFP) recordings under certain conditions247. The first division of neural oscillations was done 

by Berger in 1929, who divided rhythms in alfa (<12Hz) and beta (>12Hz). The convention of 

naming neuronal oscillations based on its frequency remains nowadays but has varied in its 

classification (for a review Colgin, 2016248). In the hippocampus, most relevant frequency 

bands are theta, which goes from 4 to 10 Hz, and gamma, >30 Hz. Gamma is further divided 

into low gamma (30-50 Hz), mid (50-90 Hz) and fast (90-150 Hz)249. PVbc in particular basket 

cells are strongly phase locked related to gamma activity250. And, the fast-spiking perisomatic 

targeting, matching with PVbc connections, are essential for generating gamma 

rhythms167,251,252; its silencing impair gamma oscillations, while its activation induce them253,254. 

Gamma oscillations, and so the PVbc, can control their targets firing rate, being an essential 

requirement for the synchronization of principal cell assemblies and the emergence of fast 

network activity patterns162. 

Theta-gamma oscillations have an essential role in dentate gyrus function: they may represent 

a reference signal for temporal encoding “clusters” of information regarding contextual 

aspects164. Local interneurons gamma activity, in particular, may facilitate communication 

between principal neurons by synchronizing them165,255, and high perisomatic inhibition may 

select cells that receive the highest excitation by a “winner takes all” mechanism256. Such a 

mechanism may be particularly useful in the dentate gyrus, where it could potentially 

participate in spatial mnemic processes185,188. It could be done thanks to gamma oscillation 

filtering —especially related to fast-spiking basket cells interneurons—. Then, if the granule 

cells fire, its amplification in bursts generate a highly efficient output onto CA3 pyramidal 

neurons. After overpassing inhibition, granule cells sparseness and its particularities described 

above may help to efficiently transmit information to CA3 pyramidal cells, having a high 

capacity of modifying CA3 processing. In this way, the dentate gyrus may work as a filter that 

selects salient inputs that are then conveyed to CA3, where they can be efficiently stored in 

the CA3-CA3 network by heterosynaptic potentiation257. 

When inhibitory interneurons fire they release GABA, which activate GABAA receptors on their 

postsynaptic targets, leading to hinder firing (or even blocked) during 10-40 ms after 

interneuron activation, being maximum at 20 ms. Also, the same initial release of GABA 

activates GABAB autoreceptors in the same inhibitory interneuron that release it, from 60 ms 

to 200 ms after GABA discharge, being maximum at around 100 ms258. It paradoxically leads to 

an inhibition of the interneuron, dis-inhibiting its postsynaptic targets and facilitating its firing. 

It implies that interneurons, in general, may both; impair or facilitate post-synaptic target 
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firing, and control themselves directly, through GABAB auto-receptors91,92. Both mechanisms 

may help, thought the inhibition of the inhibitory interneurons, to the plasticity and the 

effective coordination between nodes in the brain. Importantly, GABAB interneurons dis-

inhibition over its targets, given its 60-200 ms delay, fits with theta frequencies of 5-10 Hz. 

Regarding that point, some articles point to the importance of the theta cycle on the 

modulation of synaptic plasticity259,260 and in the coupling between brain nodes, including the 

hippocampus261. Theta-gamma activity is particularly important when animals are exploring 

new environments163, in which in vivo data probed that gamma oscillations during exploration 

occurs in all hippocampal subfields, but has their maximum power (mV/mm3) in the dentate 

gyrus163, and especially in the hilus. 

The coupling between excitation (that stimulates GABAergic interneurons and projects to 

other areas) and inhibition (that regulate the timing in which excitatory neurons may, or may 

not, to fire) has been called the excitation/inhibition balance (or E/I ratio). Considering the 

critical role of interneurons in controlling neuronal networks, it does not surprise its 

implications in brain disorders, including neurologic and psychological ones92.  

Coming from hippocampal studies, inhibition, and especially gamma oscillations, is basis for 

numerous cognitive functions, such memory and spatial navigation262,263, learning and retrieval 

of information264, attention, conceptual categorization265, spatial representations266, working 

memory266,267 and, importantly for this work, environmental novelty detection, for which, in 

addition to the hippocampal dopaminergic innervation268, it is supposed to exist a temporal 

shutdown of specific inhibitory interneurons269, not yet established, that may aid to new 

memory encoding and trace persistence. It is also possible that inhibition may help to the 

plasticity-related events by regulating the timing of neural events270.  

Nevertheless, the specific function of specific interneuron populations in specific cognitive 

processes has not been related (to our knowledge). Here we study the role of hilar PVbc 

interneurons on the control of the dentate gyrus activity, the intra-hippocampal activity 

propagation in the trisynaptic circuit, its extra-hippocampal long-range functional connections, 

its implications on the encoding, consolidation and retrieval of new spatial memories, and on 

pattern separation. We also study the role of hilar PVbc modulation on the cells recruitment 

for specific contextual-dependent engrams. 
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II.- HYPOTHESIS. 
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Hypothesis. 

Memory formation relays on some cellular and network mechanisms that interact to 

coordinate distributed cognitive process. Between all these elements, the present thesis work 

focuses on the regulation of excitation/inhibition balance as a putative mechanism to 

coordinate memory formation in the hippocampal formation. The hypothesis is that synaptic 

plasticity associated with memory encoding reorganizes functional connectivity in the system 

through the regulation of the excitation/inhibition ratio in the dentate gyrus. Thus, functional 

coupling in a network of mesocorticolimbic structures necessary for learning would be under 

the control of hippocampal interneurons. We further hypothesize that perisomatic inhibiting 

basket cells are strategically located to exert this control and, therefore, modulating their 

activity would impact on long-range functional connectivity and memory formation. 
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III.- OBJECTIVES. 
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Objectives. 

 

1.- To study how the local inhibitory network in the dentate gyrus, more specifically 

basket cell interneurons, influence activity propagation in the hippocampus. 

2.- To investigate whether modulation of dentate gyrus basket cells may influence the 

hippocampal long range functional connectivity to extrahippocampal areas. 

3.- To elucidate the functional consequences of 1 and 2 on spatial memory encoding, 

consolidation and retrieval. 

4.- To assess the size of the engram associated to memory encoding when modulating 

basket cells activity in the dentate gyrus. 

5.- To examine the effect of dentate gyrus basket cell activity modulation on 

contextual pattern separation. 
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IV.- MATERIAL AND METHODS. 
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To achieve objective 1, we combined pharmacogenetic (DREADDs), targeting hilar PV+ 

interneurons, with LFP electrophysiological recordings on dentate gyrus and CA1 region while 

stimulating in the perforant pathway of anaesthetised mice. 

To attain objective 2, we used same DREADDs than before but adding LFP recordings in the 

prefrontal cortex and also fMRI acquisitions while stimulating at 10 or 20 Hz in the perforant 

pathway. 

To accomplish objective 3, we combined animals with same hilar PV interneurons infected 

with mutated proteins for pharmacogenetic (DREADDs), with a spatial memory dependent 

behavioural task as the Novel Location of the Object (NLO), discarding meddling of anxiety or 

other parameters in our data. 

To get objective 4, we merged NLO behavioural task, while modulating hilar PV inhibitory cells, 

with cFos labelling and its posterior histological analysis.  

Last, but not least, to reach objective 5 we develop a new behavioural task to evaluate long-

short memory interactions while mice perform an assignment that requires pattern 

separation. Mice carried out this task under hilar PV interneurons modulation conditions. 

Control parameters from pilot studies are presented as well. 

Objectives 1 to 3 were jointly confronted in a large experiment (EXPERIMENT 1). Objectives 4 

and 5 were confronted in separate experiments, EXPERIMENT 2 and EXPERIMENT 3, 

respectively. 

 

3.1.- EXPERIMENT 1. 

3.1.1.- Animals.  

134 mice, both males and females, two months old at the beginning of the experiments, were 

randomly assigned to 3 groups (Sham group, PV-Inhibition or PV-Activation, depending on the 

virus injected; see DREADDs section, below). No differences were found between sex unless 

otherwise specified (included as a co-variable in the statistical analysis). Mice were initially 

from the line 129P2-Pvalbtm1(cre)Arbr/J (Jackson Laboratories, RRID: IMSR_JAX:008069) but bred 

and housed in the centre facilities. They were housed in groups of 3-5, with 12-12 h light/dark 

cycle, lights on at 8:00, at 23 ± 2°C of temperature and free access to food and water. Mice 

strain is known as PV-Cre line, and express CRE recombinase under the control of the 

parvalbumin promotor. For the behavioural experiments, the light/dark cycle was 

progressively inverted. All the experiments were following Spanish law (53/2013) and 

European regulations (EU Directive 2010/63/EU) and were approved by the CSIC ethical 

committee. 

Due to several reasons described below, in its correspondent section, some animals were 

finally removed from the groups giving a total number of mice of 122, males (n=75) and 

females (n=47). 
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3.1.2.- DREADDs, Designer Receptors Exclusively Activated by Designer 

Drugs. 

To modulate the hilar PV interneuron activity in the PV-cre mice we used cre-dependent 

adeno-associated viral vectors (AAVs) containing DREADDS (UNC Gene Therapy Vector Core, 

University of North Caroline, North Caroline, USA), injected intracerebrally in the dentate gyrus 

(see Surgery for injecting AAVs section, below), so that DREADDs were expressed in the hilar 

PV cells. The specificity on the hilar PV cells was confirmed histologically (Figure 3.1). A batch 

of mice were operated but no injected with viral vectors, forming the Sham operated group.  

DREADDs allow us to modulate specifically the infected population of neurons, in our case the 

hilar PV interneurons. This method bases on the mutation of a G protein couple receptor, 

activated by an exogenous agonist, Clozapine-N-Oxide (CNO, ref: BML-NS105-0025, ENZO Life 

Science Inc., New York, USA), which otherwise is inert36. This very same mutated G protein 

coupled receptor cannot be activated by the usual endogenous ligand, acetylcholine36,271. So 

that, by expressing DREADDs in the PV interneurons of the hilus we have the tool to modulate 

specifically their activity after the injection of CNO (1 mg/kg, i.p.). This effect takes around 25 

minutes to get the peak and is sustained for several hours in vivo29,34,35.  

They are different subtypes of DREADDs depending on the kind of mutated G protein receptor, 

and so the inner signal transduction cascade the CNO activates. In between all the options we 

selected DREADDs AAV5-hSyn-DIO-hM3D(Gq)-mCherry, to activate PV interneurons, or AAV5-

hSyn-DIO-hM4D(Gi)-mCherry, to inhibit them. hM3D(Gq) nomenclature means that is a 

mutated receptor originally coming from the human Muscarinic receptor type 3, mutated to 

become DREADD, coupled to Gq Protein. Same logic applies to hM4D(Gi): human Muscarinic 

receptor type 4, DREADD, coupled to Gi protein. Thanks to its respective G-Protein type 

coupled hM3D(Gq) DREADD leads to neuronal excitation while hM4D(Gi) leads to neuronal 

inhibition29,271.  

A batch of mice was infected in the hilus with AAV5-hSyn-DIO-hM3D(Gq)-mCherry, forming 

the PV-Activation group, and other group was infected with AAV5-hSyn-DIO-hM4D(Gi)-

mCherry, forming the PV-Inhibition group. The remaining mice were equally operated but did 

not received viral infusion, forming the Sham-operated group (controls).  

 

3.1.3.- Surgery for injecting AAVs.  

Two months old mice were anaesthetized with isofluorane (Laboratorios Esteve, Murcia, 

Spain) 4%, 0.8 L/min oxygen for induction, and then fixed in a stereotaxic set up (David Kopf 

Instruments, California, USA) over a heating pad at 37°C. Isofluorane was kept at 1-2%, 0.8 

L/min oxygen, for maintenance. After opening the skin, we did a 700 µm Ø trepan in the skull 

with a milling cutter (Ref: FST 19007-07, Finest Science Tools, FST, Heidelberg, Germany) 

attached to a cordless micro drill (Ref: 58610V, Stoelting Co., Illinois, USA). Coordinates for the 

injections, from Bregma, were -2 mm AP, ±1.4 mm LM, +2 mm DV (Keith and Paxinos, 2008). 

Then we gently introduced a micropipette (Ref: 4878, World Precision Instruments, WPI, 

London, UK) through the trepan, into the brain. Micropipette was filled with mineral oil and 

viral vectors containing DREADDs (see above). Oil and DREADDS were separated with 1 µl of 

air. Micropipette was attached to a pump infusion Nanoliter 2010 Injector (WPI) coupled to 

the stereotaxic frame and was previously pulled in a P-2000 puller (Sutter Instruments 
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Company, California, USA). We placed the tip of the micropipette in the hilus and very gently 

injected 0’5 µl of DREADD viral vectors per hemisphere. Once done, we waited 10 minutes 

before elevate the micropipette 200 µm up and waited for others 10 minutes before very 

gently removing totally the micropipette. The correct anatomical infection in the hilus was 

confirmed histologically (Figure 3.1C). 

After closing the skin with silk thread we administered subcutaneously analgesic, 

Buprenorphine (Dechra Veterinaria Products SLU, Barcelona, Spain), and antibiotic, Syvaquinol 

(Laboratorios Syva S.A.U., León, Spain), to the mice and we controlled their recovery (3 weeks). 

We checked their welfare especially during three days after the surgery and we injected 

analgesic if necessary until their full recovery. All the clothes, smells, noise, gloves and rooms 

used for this surgery were controlled and were as different as possible than the ones used for 

the normal handling and especially during the behavioural experiments. Light/dark cycle was 

progressively inverted after this point for the behavioural experiments. 

 

 

Figure 3.1. AAVs injection surgery and infection on the hilar PV interneurons. A) Schematic representation of the 
bilateral dentate gyrus infection with cre-dependent viral vector used in PV-cre mice strain. B) Schematic 
representation of the infection on the coronal section, coordinates respect bregma. C) Confirming micro pictures of 
the infected area (left, 10x, scalebar=100 µm) and of the infection’s specificity over the PV interneurons in both 
groups (right, 40x, scalebar=25 µm). mCherry labels AAVs infection, green is Alexa 488 secondary antibody labelling 
PV cells after inmunohistochemistry. D) Quantification of the infection percentage per hippocampal area. 
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3.1.4.- Behaviour.  

Mice carried out the behavioural task one month after the surgery. As general consideration 

for all the behavioural experiments, the CNO injections were made sequentially (13 minutes of 

difference between each animal) to respect the timing for entering into the arena. Also, we 

took care of injecting the animals in other room, as different as possible that the one in which 

we carried out the behaviour, with different gloves and the body covered with a white 

wrapper. It was done to avoid stress during the behavioural experiments. Behaviour was 

carried out with the priceless help of Elena Pérez Montoyo, as part of her master thesis work.  

 

Novel Location of the Object task (NLO).  

After animal’s habituation to the experimenter and the experimental room, mice were 

introduced into an empty arena (50x50x30 cm) with spatial cues in the walls (Figure 3.2A-B), 

softly illuminated (luxes: 23 in the centre, ± 2 in the corners), and were free to explore during 2 

trials of 5 minutes each. Initial control parameters about movement, locomotion, thigmotaxis 

and exploratory behaviour were analysed during the habituation, and we checked that the 

animals were actually habituated at the end of those trials. 24 h later we introduced two 

identical objects in opposite corners (13’5 cm away from the walls) that the animals were free 

to explore until they reach 20 seconds of exploration between both, or until they spend 10 

minutes as total time in the arena272. This session is called the familiarization phase, and it is 

related to the encoding of new contextual information of the objects and its location. 24 h 

after the encoding we displaced one of the objects to a new location (another corner, 13’5 cm 

away from the walls and 15 cm away from the other object) and we again tested the animals, 

with the same criteria. It is called the test-24h phase. If the animals remember were the object 

was, they tend to explore more the object in the new location. We set the time that the 

animals explore the object in the new location divided by the total time of exploration of both 

objects as exploration index of the mice spatial memory. The distance between object was 

specially selected to be challenging for the mice to realize the movement of the objects64 so 

that the task is dentate gyrus dependent66. Animals were introduced in the arena so that its 

initial distance with respect to the objects was equal. Objects and arena were cleaned with 

70% ethanol in between animals to avoid odour tracks. 

By repeating this protocol, but changing the temporal moment of the CNO injection, we could 

modulate the PV interneurons activity during the encoding, during the consolidation or during 

the retrieval of the contextual memory, as well as in control conditions (injecting saline) 

(Figure 3.2A-B). To modulate hilar PV interneuron activity during the encoding we injected 

CNO 90 minutes before the animal entered in the arena for the familiarization phase —so CNO 

modulates hilar PV interneurons during the encoding of contextual information regarding the 

object and its location—. One week later we repeated the experiment with the same animals 

but injecting saline (0’9%) instead of CNO; so animals were control of themselves. To modulate 

the PV interneuron activity during the consolidation first we let the animals to explore the 

objects during the familiarization phase, and 10 minutes after its encoding we injected CNO. 

Finally, to modulate hilar PV interneurons during the retrieval of the memory we let the 

animals to encode and consolidate normally, and we injected CNO 90 minutes before the mice 

entered in the arena for the test-24h session. 
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Animals that underwent the task while modulating the PV interneurons during the encoding 

and in control condition were the same batch (n=39), 1 week between experiments, but using 

different objects —their locations were counterbalanced—. Animals for consolidation (n=42) 

and retrieval modulation (n=41) experiments formed other batches but they were littermates 

and under the same conditions.  

Animals with less than 8 seconds of exploration, between both objects, were removed of the 

analysis, as exclusion criteria, due to lack of exploration —to avoid bias in the exploration 

index ratio—. Before starting with the experiments we carried out some pilot studies to set the 

behavioural conditions and to confirm that all the settings were correct in our hands (data not 

shown). We confirmed specially that 15 cm of distance between objects was enough for the 

animal to discriminate the movement, in line with the bibliography64,66. 

Exploration was considered when the animal was facing the object and actively touching or 

sniffing the object. This criterion is more restricted than the normally used (2 cm). 

Performance was videotaped and data extraction for objects exploration was done manually. 

The experimenter was blind to the experimental conditions. The results were contrasted 

between two members of the lab and no differences were found in the objects exploration 

preference.  

 

Elevated plus maze (EPM).  

To avoid anxiety interferences in our interpretations, the animals that carried out the NLO 

modulating the retrieval also underwent the Elevated Plus Maze task (n=41; Sham, PV-

Inhibition and PV-Activation groups, Figure 3.2C). After they ended the NLO task, still under 

CNO effects, they were carried to the adjacent room, in where they were introduced gently in 

the centre of an elevated and cross-shaped arena. Two of the arms had walls (closed arms), 

and the other two had not (open arms). They were videotaped for 5 minutes, and its 

performance tracked with commercial software (Smart Video Tracking Software, Panlab, 

Barcelona, Spain). Then we compared the time that the animal spent in the open arms vs in 

the closed arms as index of the anxiety273,274. We also checked for other parameters as the 

number of entrances in each arm and distance travelled. 
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Figure 3.2. Behavioural tasks and mice used for contextual learning studies and anxiety. A) schema of the 
protocols implemented for studying the hilar PV interneuron modulation on encoding, consolidation and retrieval, 
or in control condition, by changing the CNO injection temporally or injecting saline. B) Schematic representation of 
the arena used for the NLO experiments. C) drawing of the Elevated Plus Maze used to evaluate anxiety. D) Diagram 
of the mice used for the behavioural experiments. 

 

After behaviour tests, mice were divided to underwent either in vivo electrophysiology or fMRI 

experiments. 

 

3.1.5.- In vivo electrophysiology.  

Surgery for in vivo electrophysiology.  

Mice were anaesthetized with urethane (1.4 g/kg, i.p.; Sigma Aldrich, Madrid, Spain). Some 

preliminary experiments (n=25) were done to set stimulating protocols and the best urethane 

dose, which is not trivial in mice, prior to the proper experiments (data not shown). The most 

suitable dose for the strain used was 1.4 g/kg with 1/5 of reinforcement if necessary 90 min 

after the first injection. After checking the lack of reflexes in mice, animals were placed and 

fixed in a stereotaxic frame (Narishigue, Tokyo, Japan). The skin of the head was cut, the scalp 

and the periosteum were separated and we did three 1’8 mm Ø trepan in the skull with a 
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milling cutter (Ref: FST 18004-18, FST, Heidelberg, Germany) attached to a cordless micro drill 

(Stoelting Co.) in the same coordinates used to introduce the electrodes (shown below). Then 

we introduced one bipolar stimulating electrode (10-15 kΩ, 325 µm Ø, WPI, ref. TM53CCNON) 

in perforant pathway (from bregma, in mm: -4.3 AP, +2.5 ML, +1.4 DV, 12o angle), and two 

recording probes (single shank, 50 µm contact spacing, 32 channels; NeuroNexus 

Technologies, Michigan, USA) were targeted to the prefrontal cortex (from bregma, in mm: +2 

AP, +0.2 ML, +2.5 DV) and hippocampus (from bregma, in mm: -2 AP, +1.5 ML, -2 DV), 

including CA1 and dentate gyrus regions. Recording and stimulating electrodes were implanted 

following stereotaxic standard procedures and optimized based on the online recording to 

have the best quality of the signal in the dentate gyrus, CA1 and prefrontal cortex, taking into 

account specially the typical evoked potential in dentate gyrus275 (Figure 3.3A-C). An Ag/AgCl 

wire (WPI) was placed in contact with the skin and used as a ground. The position of the 

electrodes was further confirmed post mortem thanks to the prior immersion in DiI-ethanol 

solution of recording electrodes. 

 

Stimulating protocols and recordings. 

The stimulating electrode was connected to a pulse generator and current source (STG2004, 

Multichannel Systems, Reutlingen, Germany) controlled by MC_Stimulus software 

(Multichannel System). Electrophysiological data from the recording probes were filtered (0.1-

3 kHz), amplified and digitalized (20-32 kHz sampling rate, depending on the recording 

protocol itself) and analysed off-line using the Spike2 software (Cambridge Electronic, 

Cambridge, UK) or MatLab (The MathWorks Inc., Natick, MA, USA). For evaluating the 

Excitatory Post-Synaptic Potential (EPSP) we measured the maximum slope of the evoked 

potential in molecular layer (for dentate gyrus) or stratum radiatum (for CA1). And as reflex of 

the Population Spike (PS) we measured the amplitude of the spike recorded in hilus (for 

dentate gyrus) or in pyramidal layer (for CA1) (Figure 3.3C).  

All electrophysiological protocols (Figure 3.3D-I, table 1) were recorded in the same animals 

before and after CNO injection. Also, after recording the post-CNO protocols, we induced LTP 

using standard theta burst stimulation in perforant pathway276, consistent on five trains of 

pulses (100 Hz, lasting 30 ms) at 150 ms interval, and repeated three times in 1 minute. 30 and 

60 minutes after LTP induction we recorded again spontaneous activity, subthreshold evoked 

potentials and an Input-Output curve. Then the animal was perfused and the brain extracted 

for histology (see histology section, below).  
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Figure 3.3. In vivo electrophysiological recordings and stimulation protocols. A) Scheme of the electrodes position 
for in vivo electrophysiological recordings. PFC: prefrontal cortex; Hpc: Hippocampus; EC: entorhinal cortex. B) 
Drawing of the recording probe placed in hippocampus and dentate gyrus (DG) and CA1 with over-imposed evoked 
LFPs recordings, together with a scheme of the trisynaptic circuit, involving DG, CA3, and CA1. Numbers indicate the 
example EPSP evoked potential in the anatomical region where the specific channel of the probe is (1), and the 
same for the PS (2). C) Waveform of EPSP (1) and PS (2) evoked potentials, indicating the parameter extracted from 
each one of them as reflect of dendritic currents generated in molecular layer (EPSP), measured as the maximum 
slope, and as reflect of granule cells population firing, measured as the amplitude of the population spike (PS). D-I) 
Schematic representation of the protocols applied in perforant pathway before and after CNO injection. Order of 
application specified in Table 1. 
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Table 1. Temporal order for in vivo electrophysiology stimulation protocols. Organized in columns: first the 
stimulating protocols Pre-CNO (left column), then Post-CNO (middle column) and finally Post-LTP induction (right 
column). Grey columns’ numbers indicate the duration; white columns contain the protocols names. Empty spaces 
indicate resting time in between stimulation protocols. 

Pre-CNO Post-CNO Post-LTP 
30’ Tissue resting. 15’ Pulses, 1/30sec. 30’  
20’ Pulses, 1/30sec. 5’ Continuous recording. 5’ Continuous recording. 
5’ Continuous recording 15’ Pulses, 1/30sec. 5’ Subthreshold. 
5’ Subthreshold. 5’ Continuous recording. 10’ Input-Output curve. 
10’ Input-Output curve. 15’ Pulses, 1/30sec. 10’  
1’  5’ Continuous recording. 5’ Continuous recording. 
12’ Pair pulses, changing delay. 5’ Subthreshold. 5’ Subthreshold. 
1’  10’ Input-Output curve. 10’ Input-Output curve. 
12’ Pair pulses, changing intensity. 1’    
1’  12’ Pair pulses, changing delay.   
3’ 1Hz train stimulation. 1’    
1’  12’ Pair pulses, changing intensity.   
5’ Continuous recording. 1’    
 CNO injection (1mg/kg, i.p.) 3’ 1Hz train stimulation.   
  1’    
  5’ Continuous recording.   
   LTP INDUCTION.   
      

 

3.1.6.- Functional Magnetic Resonance Imaging . 

Surgery for fMRI experiments.  

For the fMRI experiments mice were also anaesthetized with 1.4 g/kg of urethane, and after 

confirming the lack of reflexed, they were fixed in a stereotaxic frame (Narishigue). The skin of 

the head was cut, the scalp and the periosteum were separated, and we did two 1’8 mm Ø 

trepan in the skull with a milling cutter (ref: 18004-18, FST) attached to a cordless microdrill 

(Stoelting Co.). Blood cleaning is fundamental for this procedure, due that the presence of iron 

may disturb magnetic signals277. We cleaned the mice's skull with oxygenated water before 

opening the trepans, and we always cleaned as much as possible any blood track during the 

surgery. One of the trepans was in the skull above the hippocampus (coordinates from bregma 

are -2 AP, +1.5 ML, -2 DV) and the other above the perforant pathway (with coordinates for 

the electrode implantation, in mm from bregma: -4.3 AP, +2.5 ML, +1.4 DV, -12o angle).  

We introduced one recording probe (same as the one used for electrophysiology: single shank, 

50 µm contact spacing, 32 channels; NeuroNexus Technologies) targeted to the hippocampus, 

allowing us to record evoked potentials in the dentate gyrus, to facilitate the optimization of 

the stimulation point in the perforant pathway with the stimulating electrode.   

To make the stimulation compatible with fMRI, we used custom made carbon fibres electrodes 

as described elsewhere278,279 for rats, and optimized for mice as part of this work, which is not 

trivial for fMRI experiments277. Briefly, individual 7 µm diameter carbon fibres (Goodfellow 

Cambridge Limited, Cambridge, UK) were bundled and introduced into a pulled double 

borosilicate capillary (WPI, ref. TST150-6”) with ≃ 200µm tip diameter and electrical 

impedance of 40-65 kΩ. Tip was bent in a flame to form a 90º angle to minimize the distance 

between the head of the animal and the magnetic resonance imaging array coil once 

implanted. A regular wire connector was couple to the pipette, linked to the carbon fibres 
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using silver conductive epoxy resin (ref: 186-3616, RS components, Madrid, Spain) and isolated 

with rapid epoxy resin (Araldite, Basel, Switzerland).  

The electrode was placed in the perforant pathway (Figure 3.4A) and the optimization was 

guided by the evoked potential recorded in dentate gyrus. Once optimized, we removed gently 

the recording electrode and the carbon fibre electrode was secured to the skull with super-

bond C&B dental cement (Sun Medical Co. LTD, Moriyana, Shiga, Japan). We also placed an 

intraperitoneal cannula (1’5 m long) to inject CNO later on, from outside of the fMRI 

apparatus. Then the animals were carried to the fMRI facilities in the centre, where they were 

placed in a custom made animal holder with adjustable bite and ear bars and positioned into 

the horizontal 7-T scanner (Biospec 70/30, Bruker Medical, Ettlingen, Germany). Animals were 

constantly supplied with 0.8 L/min O2 through a mask and temperature were controlled 

between 36.5 and 37.5 ºC with a water heat-pad. 

 

fMRI data aquisition and stimulating protocols.  

Functional images acquisition was performed in 12 coronal slices using a GE-EPI protocol 

applying the following parameters: field of view (FOV) 25x25 mm, slice thickness, 1 mm; 

matrix, 96x96; segments, 1; FA 60o; time echo (TE), 15 ms; time repetition (TR), 2000 ms. T2-

weigthed anatomical images were collected using a rapid acquisition relaxation enhanced 

sequence (RARE): FOV, 25x25 mm; 12 slices; slice thickness, 1mm; matrix, 192x192; TEeff, 56 

ms; TR, 2 s; RARE factor, 8. A 1H mouse brain received, only phased-array, coil with integrated 

combiner and preamplifier, and no tune/no match, was employed in combination with the 

actively detuned transmit-only resonator (Bruker BioSpin MRI GmbH, Germany).  

fMRI data were analyzed offline using our lab own software developed in MatLab, which 

included Statistical Parametric Mapping packages (SPM8, www.fil.ion.ucl.ac.uk/spm). After 

linear detrending, temporal (0.015-0.2 Hz) and spatial filtering (3x3 gaussians kernel or 1.5 

sigma) of voxel time series, a general linear model (GLM) was applied with two model shifted 

forward in time; hemo model for hippocampus Region of Interest (ROI) and fhemo model for 

the rest of the brain. This segregation responds to the differential hemodynamic response 

observed in hippocampus vs the rest of the brain in our anaesthetized mice, being the 

response in hippocampus slower than in the rest of the brain. Functional maps were generated 

from voxels that had a high significant component for the model (p < 0.01) and were clustered 

together in space.  

Region of interests were extracted according with a mice atlas280 overimposed on the 

functional maps, and were used to compute the volume of brain tissue activated in absolute 

terms (number of voxels actives above the statistical threshold in each ROI). ROIs included 

hippocampus, prefrontal cortex (prelimbic, infralimbic, orbitofrontal and cingular cortex), 

medial temporal lobe structures (entorhinal cortex, subiculum, presubiculum, pirirhinal cortex 

and ectorhinal cortex), subcortical structures (amygdala, basal nucleus and accumbens 

nucleus) and cortical areas (visual cortex, auditive cortex, sensory cortex, associative areas and 

motor cortex) (Figure 13). We calculated the number of active voxels before and after CNO 

injection (1 mg/kg, i.p.) when stimulating at 10 Hz or 20 Hz in the perforant pathway (4 sec. 

ON, 26 sec. OFF) (Figure 3.4B-D). 

After acquiring all the required series for the fMRI study, animals were perfused and their 

brains extracted (see histology section, below). 

http://www.fil.ion.ucl.ac.uk/spm
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Figure 3.4. fMRI experiments preparation and ROIs. A) Schematic representation of carbon fibre implantation in 
the perforant pathway. B) Timeline of stimulation protocols in fMRI experiments. C) fMRI stimulating protocols 
representation at 10Hz and 20Hz, 4 sec. ON, 26 sec. OFF. D) Schemas of the ROIs used for fMRI data analysis. Active 
above the threshold voxels in each ROI were clustered in space and its number compared before and after CNO 
injection for each stimulating protocol. Medial temporal lobe included Ect, ectorhinal cortex; Ent, entorhinal cortex; 
PrS, presubículum; and S, subículum. Cortical areas included AI, agranular insular cortex; Au, auditory cortex; AuD, 
dorsal secondary auditory cortex; FrA, frontal association cortex; LPtA, lateral parietal association cortex; M, motor 
cortex; S1, primary sensory cortex, S2, secondary sensory cortex; TeA, temporal association cortex; V1, primary 
visual cortex and V2, secondary visual cortex. Hippocampus included DG, Dentate Gyrus; and CA, cornus ammonis. 
Subcortical areas included Amg, amygdala; CPu, caudo-putamen nucleus; and Acb, nucleus accumbens. Frontal 
cortex included Cg, cingulate cortex; IL, infralimbic cortex; PrL, prelimbic cortex; and OrbF, orbitofrontal cortex. 
Distances in mm with respect Bregma (Paxinos and Franklin, 2012)280. 
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3.1.7.- Histology. 

After the in vivo electrophysiology or the fMRI experiments the animal were perfused with 20 

ml of room temperature saline (0’9%) and 50 ml of 4°C 4% paraformaldehyde (PFA; BDH 

prolabo, VWR chemicals, Lovaina, Belgium) to check the correct infection of the DREADDs and 

the position of the electrodes. Brains were extracted and kept in PFA 4% for at least 24h at 4ºC 

and then cut in fixed material vibratome (VT 1000S, Leica, Wetzlar, Germany) in 80 µm slices.  

6-8 slices containing hippocampus were selected and used for underwent a standard protocol 

for fluorescent immunohistochemistry against PV (primary antibody: mouse anti-PV, 1:5000, 

ref. 235, Swant, Switzerland; secondary antibody: Alexa 488 goat anti-mouse, 1:500, ref. 

A11029, Thermo Fisher Scientific, MA, USA). Slices were then mounted in slides with 

antifadding medium and covered for the posterior analysis under the microscope. We checked 

the anatomical accuracy of the infection by looking the expression of the DREADDs reporter 

mCherry, and the specificity over the PV neurons by checking the co-labeling of mCherry and 

PV immunohistochemical labelling. Animals with incorrect infection were removed from all the 

analysis. 

 

3.1.8.- Statistic.  

All the statistical data were analysed and plotted using GrahPad Prism 7 software (GraphPad 

Software Inc., La Jolla, CA, USA) or SPSS v20 software (IBM, New York, USA). First we did an 

exploratory analysis of the data to visually detect abnormalities as missing values, outliers, etc. 

in which skewness and kurtosis index were checked to be between -2 and +2 to be considered 

acceptable in order to be able to probe normality of the distribution281. All the data were then 

checked for the parametric-test requirements, including normality (D’Agostino-Pearson test 

and Shapiro-Wilk test) and homoscedasticity (F of Levene test). In case the data passed all the 

analysis to proceed with parametric statistic we applied two ways ANOVA, unless otherwise 

specified, due that we are working with factors group, with 3 levels (3 groups; Sham, PV-

Inhibition and PV-Activation), and time, 2 levels (before and after CNO injection). We applied a 

Bonferroni post hoc analysis for multiple comparisons with alfa adjusted to Bonferroni. We 

also calculated partial eta square as SSeffect / (SSeffect +SSerror) for effect size of the ANOVA, and 

the power of the effect (1-β) using GPower software (University of Düsseldorf, Düsseldorf, 

Germany). Partial eta square (ηp
2) indicates the variance explained by the studied factor over 

the dependent variable after excluding variance explained by other predictors. It can be 

interpreted qualitatively as large if partial eta square > 0.13282, although always taking into 

account the n of the group. If, by any reason, partial eta square could not be used, then we 

express the R squared indicator (r2), being similar to eta square, but needing > 0.30 values for 

indicating large effects. On the other hand, the power effect (1-β) is an invert indicator of 

committing a type II error (accepting the null hypothesis while false). 

Data were plotted using GraphPad Prism 7 software (GraphPad Software Inc.) and figures were 

created with Adobe Illustrator software (Adobe Systems Incorporated, San José, California, 

EEUU). 
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3.2.- EXPERIMENT 2. 

3.2.1.- Animals.  

29 animals, both males (n=16) and females (n=13), 2 months old at the beginning of the 

experiments, were randomly assigned to 4 groups: Sham (n=8), PV-Inhibition (n=9), PV-

Activation (n=8) and home-cage group (n=4) (Figure 3.5). Groups were exactly the same than 

previously explained (in section 3.1, animals, above), with the addition of the home-cage 

group, that was composed by animals that did not performed the behavioural task (see section 

Behaviour, below). Mice were the same strain than previous experiment; originally from the 

line 129P2-Pvalbtm1(cre)Arbr/J (Jackson Laboratories, RRID: IMSR_JAX:008069) but bred and 

housed in the centre facilities. They were housed in groups, with 12-12 h light/dark cycle, lights 

on at 8:00, at room temperature (23 ± 2 ºC) and free access to food and water. For the 

behavioural experiments the light/dark cycle was progressively inverted. All the experiments 

were in accordance with Spanish laws (53/2013) and European regulations (EU directive 

2010/63/EU). 

 

3.2.2.- DREADDs, Designer Receptors Exclusively Activated by Designer 

Drugs. 

Exactly as explained above (section 3.1.2, DREADDs). 

 

3.2.3.- Surgery for injecting AAVs.  

Exactly as explained above (section 3.1.3, surgery for injecting AAVs).  

 

3.2.4.- Behaviour.  

One month after the surgery, mice performed the behavioural task. As in previous 

experiments, we were careful to take measures to avoid stress in the mice, as explained 

before. Avoiding stress was especially crucial in this experiment due that cFos labels neuron’s 

activation, independently of its cause, and we wanted that cFos labelling were related only to 

the encoding of the spatial task; not to the anxiety after the CNO injection. It was controlled 

experimentally in the handling, but also we let 155 minutes between injection and brain 

extraction so that cFos related with the injection was mostly degraded. We also included the 

home-cage group —that received CNO injection, with the same timing, but did not carry out 

the behavioural task— as a negative control for the cFos expression. The injections of CNO (1 

mg/kg, i.p.) were made sequentially in all the animals in order to respect the timing for 

entering in the arena and the brain extraction. 
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Novel Location of the Object task (NLO).  

After the surgery recovery, mice got very well habituated to the handling and experimental 

room. Then Sham, PV-Inhibition and PV-Activation mice were introduced sequentially into an 

empty arena (50x50x30 cm) with spatial cues in the walls and softly illuminated (luxes: 23 in 

the centre ± 2 in the corners). Arena was the same that used for previous experiments. Mice 

were free to explore the empty arena during 2 trials of 5 minutes each. We checked that the 

animals were actually habituated to the arena at the end of those trials. 24h later we injected 

CNO (1 mg/kg, i.p) 90 minutes before animals were free to explore again the arena, in which 

we had introduced 2 identical objects in opposite corners (13’5 cm away from the walls; as in 

previous experiments) for 5 minutes. 60 minutes after, animals were carried to the perfusion 

room for brain extraction (see histology section, below). Home-cage group received CNO 

injection, but did not carry out behaviour (Figure 3.5), and their brain was extracted with the 

same timing, with respect their CNO injections, that for the rest of the groups. This way, home-

cage group is a negative control that allow us to compare the effectivity of the behavioural 

task in inducing cFos expression. 

We confirmed that all the animals had explored the objects at less 8 seconds. Animal with less 

exploration were removed of the analysis (n=3), as exclusion criteria to avoid bias in the cFos 

expression.  

 

Figure 3.5. Time line of cFos experiments. Experimental groups (Sham, PV-Inhibition and PV-Activation) did the 
behavioral task while home-cage group did not. CNO injection timing was equal for all the groups with respect its 
brain extraction. 

 

3.2.5.- Histology. 

60 minutes after the mice ended the behavioural task, animals were deeply anaesthetized with 

pentobarbital (20 mg/ml, i.p.) (Ventoquinol E.V.S.A. laboratories, Madrid, Spain), perfused 

intracardially with 10 ml of saline (0’9%) and 50 ml of 4% of PFA (BDH prolabo, VWR chemicals) 

at 4°C. Brains were extracted and kept in PFA 4% for 24h at 4°C and then cut in fixed material 

vibratome (Leica) in 50 µm slices.  12-18 slices containing dorsal hippocampus were selected 

and used for underwent a standard protocol for immunohistochemistry against cFos (primary 

antibody: guinea pig anti-cFos, 1:400, ref. 226004, Synaptic Systems, Göttinger, Germany; 

secondary antibody: Alexa 488 donkey anti-guinea pig, 1:500, ref. 706-545-148, Jackson 

ImmunoResearch, Suffolk, United Kingdom). Slices were then mounted in slides with 

antifadding medium and covered for the posterior analysis under the microscope. We checked 

the anatomical accuracy of the infection by looking the expression of the virus reporter 

mCherry. Animals with incorrect infection were removed of the all the analysis (n=2).  



69 
 

cFos images acquisition and quantification. 

cFos labelled cells were counted optically in 12-18 slices per brain with the priceless help of 

Raquel García Hernández, as part of her master thesis work. Counting was carried out by two 

trained researchers, in blind for the experimental condition, in granular layer of dentate gyrus, 

and pyramidal layer in CA3 and CA1, for the 4 groups, in both hemispheres, using a 

fluorescence microscope (model DM4000B, Leica). Also, Raquel Hernández did another 

automatic counting in parallel with the help of Imaris software (Bitplane AG, Rucih, 

Switzerland) to confirm the counting using two methods (data not shown). First, images were 

taken with the aid of the fluorescence microscope previously named coupled to Neurolucida 

software (MicroBrightField Inc., Wetzlar, Germany) at 20x/0.50 dry objective, with the same 

acquisition setting for all the animals. Those images were taken from 4 representative slides 

per animal, in every group. Then the number of neurons labelled was estimated using an 

automatic spot-detection algorithm integrated in the Imaris 7.0.0 software. Also, Imaris 

software allowed the analysis of the intensity of the labelling of each hippocampal and dentate 

gyrus neuron from the mentioned slices.  

Optical counting of the number of neurons per slice were averaged by animal, and then by 

group, to avoid an overestimation of the n for the statistical analysis. However, when scoring 

the intensity of the labelling each neuron has a different value, so we considered each neuron 

as an individual for the population. And the values were averaged directly per group. Intensity 

values were extracted from random samples in each group: 51 cells in DG, and 85 cells in CA3 

for Sham group; 67 cells in DG and 104 cells in CA3 for PV-Inhibition group; and 96 cells in DG 

and 106 in CA3 from PV-Activation group. 

 

3.2.6.- Statistics. 

After preliminary analysis of the data, as explained in section 3.1.8 (statistic), we applied an 

unpaired t-test between home-cage and Sham group to test whether or not the behavioural 

task induces cFos expression in the hippocampus in normal conditions. Once confirmed, to test 

how modulating the hilar PV interneurons affects to the cFos expression we applied a one-way 

ANOVA test between Sham, PV-Inhibition and PV-Activation groups. For some analysis, 

specified in the results, we did a non-parametric Kruskall-Wallis test instead of the ANOVA 

because some data failed the normality test (Shapiro-Wilk, p < 0.05, and kurtosis value < 2). 

We applied a Tukey post hoc analysis after the ANOVA, or Dunn’s test after the Kruskall-Wallis, 

with alpha adjusted with Bonferroni. We also calculated partial eta square as SSeffect / (SSeffect 

+SSerror), for effect size, and the power of the effect (1-β). For intensity labelling analysis each 

neuron was consider an individual for the total n. Neurons for analysing intensity were 

extracted from 2 randomize sliced per group. 
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3.3.- EXPERIMENT 3 

3.3.1.- Animals.  

75 PV-Cre strain mice (same than previous experiments), both females (n=28) and males 

(n=47) were used for this sets of studies. No differences between sex unless otherwise 

specified. Animals were housed in groups, with 12-12 h light/dark cycle, lights on at 8:00, at 

room temperature (23 ± 2 ºC) and free access to food and water. For the behavioural 

experiments the light/dark cycle was progressively inverted. All the experiments were in 

accordance with Spanish law (53/2013) and European regulations (EU directive 2010/63 EU). 

Mice were subdivided into 3 different batch, for different experiments: 

 1.- 21 mice were used to evaluate the normal performance of non-operated mice in 

the task. 4 of them were excluded of the analysis according with the same criteria applied 

before (lack of exploratory behaviour) or due to unexpected events during the behavioural 

sessions in the animal house facilities. These animal correspond to the “control experiment” 

(see behavioural protocol, below). 

2.- 44 mice were injected with AAV containing DREADDs in the hilus and then 

randomly assigned into 3 groups: Sham (n=15), PV-Inhibition group (n=14) and PV-Activation 

group (n=15). 2 mice of each group were finally removed by virtue of the same exclusion 

criteria than before or due to incorrect infection in hilar region (confirmed afterwards with 

histology). These animals correspond to the “DREADDs hilar PV interneurons modulation 

experiment” (see behavioural protocol, below) 

3.- 10 mice were injected with AAV5-hSyn-DIO-hM4D(Gi)-mCherry in the hilus and 

then used in the behavioural task with and without PV interneurons inhibition —being controls 

of themselves—. 2 mice were extracted for the analysis due to the same exclusion criteria. 

These mice performed the behavioural task as the groups in 2, but the first movement of the 

object was displaced 10 cm. instead of 5 cm (see behavioural protocol, below). These animals 

correspond to the “Hilar PV cell inhibition experiment, with 10 cm of displace”. 

 

Besides another batch of 20 mice was previously used in two pilot studies to set the 

experimental conditions for the behavioural task (data not shown).  

 

3.3.2.- DREADDs, Designer Receptors Exclusively Activated by Designer 

Drugs. 

Exactly as explained above (section 3.1.2, DREADDs). 

 

3.3.3.- Surgery for injecting AAVs.  

Exactly as explained above (section 3.1.3, surgery for injecting AAVs).  
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3.3.4.- Behavioural task. 

Behavioural protocol and arena were developed to assess pattern-separation associated with 

the recognition of novel object locations in the environment. The rational is to assess whether 

memories are generalized (pattern separation lost) as a consequence if inhibitory manipulation 

in the dentate gyrus. We call it SETAmaze, for Spatial Evaluation Task, and alluding to its 

mushroom shape (“seta” in Spanish) of the maze.  

 

Arena. 

Behavioural arena (Figure 3.6A) consists in a semi-circular white methacrylate box (Aries, 

Alicante, Spain; 70 cm Ø, walls 40 cm) and, in the middle of the straight wall, an inter-trial 

entering box (10x10x15cm), separated from the semi-circular area by a manually elevated 

door, which allow the animal to go in or out from one section of the task to the other. Interior 

of the arena was sanded to avoid lux reflection. Walls was entirely coated in black with vinyl 

(AsVinilo, Madrid, Spain) on the outside to avoid differential illumination (luxes inside the box 

were 14 ± 1’5). In the inside part of the walls, we placed spatial cues. The arena was also 

elevated 2 cm, with rubber feet, from the table in which it was for the behavioural 

experiments. This elevation allowed us to place magnets below the arena ground in the exact 

point in which we put the objects inside the semi-circular arena. Objects also had a magnet at 

the bottom (orientated so that it felt attraction to the magnet placed below the ground). This 

way objects were easy to move and, more importantly, were placed in the same point for all 

the animals, maintaining the same distances in each moving. Magnets in the bottom were 

embedded in a custom made piece with the 3D printer (MakerBot Replicator tm2, Desktop 3D 

printer, New York, USA), that enter in a hole in the bottom of the objects, and were fixed with 

epoxy resin (Araldite), dried to avoid smells. Epoxy was sanded to enclose the magnet-in-the-

object to the magnet-below-the-ground as much as possible. Objects were at 10 cm from the 

walls. The semi-circular shape allowed us to maintain them equidistant from the wall, to 

control thigmotaxis, and from the initial point where the mouse enter in the arena —to avoid 

preferences for any object based on the distance, or the perceived size of the object, instead 

of spontaneous attraction for one or other object in the task—. Also, the mice, during the 

habituation sessions, were trained to walk from one chamber to the other by their own will, 

which is an advantage over other behavioural tasks that force the entering by placing the 

animal in one specific point in the arena (usually carrying them by the tail). 

 

Behavioural protocols.  

Behavioural tasks with the SETAmaze (Figure 3.6B-E) were divided in three protocols, 

corresponding with the animal groups explicited in section 3.3.1 (Figure 3.7F).  

 

Control experiments. 

After one week of habituation to the handling and the experimental room, mice were then 

allowed to enter in the custom-made behavioural arena, empty of objects, for five sessions. 

Each session consisted of 5 minutes in the semi-circular piece and 1 minute in the inter-trial 



72 

 

entering box (Figure 3.6D-E). Animals started in the entering box. 24h later we repeated the 

habituation with another five sessions. The goal of the habituation is that the animals get 

familiar with the arena and learn that they could go in and out from one chamber to the other 

only when the door that connects both is open. 

24 h after the second habituation session, we introduced two identical objects in the semi-

circular piece 10 cm away from the walls, 10 cm away one from the other, placed in a straight 

line with the entrance point of the mice, 25 cm away from the entering point. The animals 

were free to explore both during 5 minutes. Then the door that connects both chambers was 

opened, and animals returned to the inter-trial box for 1 minute. During that minute one of 

the objects (counterbalanced) was displaced 5 cm away from the other, in arc respect to the 

entrance and maintaining the 10 cm respect to the wall. Then the door was opened again, and 

the animals were free to explore both objects again. This process was repeated four times until 

the object was displaced 20 cm away from the starting point. The idea is that, by changing little 

by little the position of the object, we can evaluate the distance at which the animals realize 

the movement of the object, as evidence of the recognition of a new spatial pattern 

(confronting the previous memory of the spatial distribution of objects in the arena with the 

new distribution). We set the exploration time of the moved object relative to the total time of 

exploration of both objects, as an index of contextual discrimination.  

For the half of the animals (n=8) the object was moved from the centre of the arena to the 

corner, and for the other half (n=9) the object was displaced from the corner to the centre, to 

avoid a possible bias introduced by the corner. Left-right object movement was 

counterbalanced. 

 

DREADDs hilar PV interneurons modulation experiment. 

All the steps were equal than before until the second habituation session (included). For this 

experiment, we used AAV injected mice with DREADD expressed in hilar PV interneurons and 

Sham operated animals. 

24 h after the last session of habituation, experimental mice were injected with CNO (1 mg/kg, 

i.p.), and 90 minutes later they were put inside the entering box of the SETAmaze to enter in 

the semi-circular arena, in where we had put the two identical objects. Once the door was 

open and the animal entered, they encoded the object’s new spatial information. Animals 

were free to explore for 5 minutes. Then the animals were taken out from the arena and 

returned to their home-cage. This way PV interneurons activity were modulated only during 

the encoding of the starting position of the objects. 24 later mice entered again in the 

SETAmaze, but the initial position of one of the object was displaced 5 cm further away from 

the other. Then the task continued as usual —5 minutes of exploration in the semi-circular 

arena, 1 minute in the inter-trial box while the object was displaced other 5 cm and so on—. 

This process was repeated three times, 5 cm of displacement until the object was 20 cm away 

from the starting point (3 times x 5 cm = 15 cm + 5 initial cm = 20 cm).  

The idea is that we could evaluate the long-term spatial memory encoded under CNO 

modulation on hilar PV interneurons, and its interactions with a short-term memory task 

involving spatial pattern separation by measuring the distance at which the animals realize the 

movement of the object. 
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Hilar PV cell inhibition experiment, with 10 cm of displace. 

All the steps were equal than before until the second habituation session (included). For this 

experiment, we used AAV injected mice with hSyn-DIO-hM4D(Gi)-mCherry DREADD expressed 

in hilar PV interneurons (only for inhibition). Same animals did the task with and without CNO 

injection. 

24 h after the second session of habituation, animals were injected with CNO (1 mg/kg, i.p.), 

and 90 minutes later they were put inside the entering box of the SETAmaze to explore the 

two identical objects we had introduced in the same starting position than before. Animals 

were free to explore both during 5 minutes. Then the animals were taking off and returned to 

their home-cages. 24 h later mice were put back in the entering box for performing the rest of 

the test trials. The objects were displaced 10 cm directly from the initial position (instead of 5 

as in the previous experiment) and then moved from 5 cm in 5 cm, to a maximum distance of 

20 cm from the position they had encoded under hilar PV inhibition. One week later, we 

repeated the task with the same animals, with other objects (its movement was 

counterbalanced), and injecting saline instead of CNO. 
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Figure 3.6. SETAmaze experiments. A) Schematic representation of the SETAmaze arena. B) Schematic 
representation of the starting position of the objects (black rounds), distance to each other, to the walls, to the 
mice’s entrance, and the distance of object's sequential movements during the test (grey rounds). C) Illustration of 
the position of the magnets to ensure objects' sites. Fixed magnets were placed below the ground in the exact 
position where the objects are placed during the test. D) Diagrams to illustrate the habituation sessions. E) 
Diagrams to illustrate test trials. F) Scheme of mice used for the SETAmaze experiments, its assignment, and the test 
variations that each one of the group carried out after its habituation to the maze. 
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3.3.5.- Statistics. 

All the statistical data were analysed and plotted using GrahPad Prism 7 software (GraphPad 

Software Inc.) or SPSS v20 software (IBM). First we did an exploratory analysis of the data to 

visually detect abnormalities as missing values, outliers, etc. Skewness and kurtosis index were 

checked to be between -2 and +2 to be considered acceptable for parametric comparisons281. 

All the data were then checked for the parametric-test requirements, including normality 

(D’Agostino-Pearson test and Shapiro-Wilk test) and homoscedasticity (F of Levene test). In 

case the data passed all the analysis to proceed with parametric statistic we applied a two 

ways ANOVA analysis. 

The reasons for choosing this statistic were: 

1.- Control experiment. We compared the exploratory index or the total exploration 

time (as dependent variable) of the factor group (2 levels: those mice that underwent the test 

with the object being moved from the centre to the corner, and those that did it being the 

movement from the corner to the centre), and the factor position of the object (5 levels: 

starting position, and 5, 10, 15 or 20 cm of object’s displacement). 

2.- DREADDs hilar PV interneurons modulation experiment. We compared exploratory 

index or total exploration time of the factor group (3 levels: Sham, PV-Inhibition or PV-

Activation) with the factor position of the object (5 levels: starting position, and 5, 10, 15 or 20 

cm of displacement).  

3.- DREADDs hilar PV interneurons only inhibition experiment, with 10 cm of displace. 

We compared the exploratory index or total exploration time for the factor position of the 

object (4 levels: starting point, and 10, 15 or 20 cm of displacement) in the same animals but in 

two different moments (1 week of difference; with CNO or saline injection). 

We applied multiple comparison Bonferroni post-hoc analysis, in case of statistical 

differences, with alfa adjusted to Bonferroni. We also calculated partial eta square as SSeffect / 

(SSeffect +SSerror) for effect size of the ANOVA and the power of the effect (1-β) using GPower 

software (University of Düsseldorf). Data were plotted using GraphPad Prism 7 software 

(GraphPad Software Inc.) and figures were created with Adobe Illustrator software (Adobe 

Systems Incorporated). 
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V.- RESULTS. 
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5.1 Electrophysiology. 

5.1.1- Dentate gyrus electrophysiology.  

Evoked potentials.  

EPSP remains equal in all the groups after hilar PVbc modulation. 

After perforant pathway stimulation (Figure 5.1A), LFPs recorded in the molecular layer of the 

ipsilateral dentate gyrus revealed the EPSP, an extracellular population readout of the synaptic 

activity. EPSP slope is maximal in the mid-molecular layer of the dentate gyrus, corresponding 

with the termination field of the medial perforant pathway, and increased with the stimulation 

intensity. This response, known as input-output curve, was not affected by any of the 

experimental manipulations (Figure 5.1B); nor in the Sham [F7,40 = 0.56, p = 0.78], nor in the 

PV-Inhibition [F7,40 = 0.21, p = 0.98], nor in the PV-Activation group [F7,40 = 0.03, p = 0.99]; in 

any intensity applied (Figure 5.1C-D). This result is not surprising based on the PV basket cells 

(PVbc) cells connections, which innervate perisomatically their targets, so that the dendrites 

should be, and are, functionally intact. However, it needs to be demonstrated and has 

important implications in conjunction with other data presented herein. The no-changes in the 

EPSP slope reflect equal dendritic integration in dentate gyrus granule cells before/after CNO 

injection, in all the groups equally. 

 

 

Figure 5.1. Evoked synaptic responses in dentate gyrus after hilar PV+ cells modulation. A) Schematic 
representation of the recording and stimulation sites during the Input-Output protocol. EC = entorhinal cortex; Hpc 
= Hippocampus; PFC = prefrontal cortex. B) Schematic representation of the recording probe placed in the 
hippocampus and dentate gyrus with over-imposed evoked potential after perforant pathway stimulation (in 
green). PV cells are marked in red. The point indicates the channel extracted for evaluating EPSP slope. C) 
Representative waveforms of the EPSP recorded in molecular layer in the dentate gyrus, before (in black) and after 
(in colour) PV interneurons modulation with CNO injection (1 mg/kg, i.p.). Scalebars indicates 1 ms and 1 mV. D) 
Quantification of the deepest slope of the EPSP in the Input-Output curve protocol. Sham n = 6, PV-Inhibition n = 6, 
PV-Activation group n = 6. 
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EPSP increases in all the groups after LTP induction. 

In addition to previous data showing that the synaptic response is intact after hilar PV cell 

modulation, synapses may be potentiated in all the groups equally, as the EPSP slope increases 

60 minutes after LTP induction (Figure 5.2). EPSP in Sham group increases [F7,40 = 5.34, p = 

0.0002, ηp
2 = 0.32, 1-β = 0.96] in an Input-Output curve at 0.2 mA stimulation intensity [t40 = 

4.06, p = 0.0018], 0.4 mA [t40 = 5.06, p < 0.0001], 0.6 mA [t40 = 6.34, p < 0.0001], 0.8 mA [t40 = 

6.45, p < 0.0001], 1 mA: [t40 = 5.8, p < 0.0001] and 1.2 mA [t40 = 5.43, p < 0.0001]. In PV-

Inhibition group EPSP also increases after LTP [F7,40 = 32.46 p < 0.0001, ηp
2 = 0.45, 1-β = 1], at 

0.4 mA [t40 = 9.16, p < 0.0001], 0.6 mA [t40 = 13.44, p < 0.0001], 0.8 mA [t40 = 13.18, p < 0.0001], 

1 mA: [t40 = 12.69, p < 0.0001] and 1.2 mA [t40 = 12.9, p < 0.0001]. Also EPSP increases in PV-

Activation after LTP induction [F7,40 = 36.2 p < 0.0001, ηp
2 = 0.46, 1-β = 1], at 0.2 mA [t40 = 6.54, 

p < 0.0001], 0.4 mA [t40 = 11.52, p < 0.0001], 0.6 mA [t40 = 14.52, p < 0.0001], 0.8 mA [t40 = 

14.95, p < 0.0001], 1 mA [t40 = 15.57, p < 0.0001] and 1.2 mA [t40 = 14.92, p < 0.0001]. We also 

evaluated the EPSP 30 minutes after LTP inductions obtaining the same results (data not 

shown for simplicity). These data indicate that the synapses become equally potentiated by 

LTP in all the groups. Overall these results –perhaps not surprisingly, but importantly– suggest 

that modulating soma-targeting basket cells make the dendritic function to remain preserved.  

 

 

Figure 5.2. EPSP evoked potential in dentate gyrus after LTP induction, post-CNO injection.  A) Schematic 
representation of the recording and stimulation sites during the Input-Output protocol applied 60 min after LTP 
induction. EC = entorhinal cortex; Hpc = hippocampus; PFC = prefrontal cortex. B) Schematic representation of the 
recording probe placed in the hippocampus and dentate gyrus with over-imposed evoked potential after perforant 
pathway stimulation (in green). PV cells are marked in red. Point indicates the channel extracted for evaluating EPSP 
slope. C) Representative waveforms of the EPSP recorded in the molecular layer in dentate gyrus after CNO 
injection (in colour; grey, yellow or blue, depending on the group) and 60 minutes after LTP induction (in green). 
Scalebars indicates 1 ms and 1 mV. D) Quantification of the EPSP maximum slope in response to perforant pathway 
Input-Output stimulation protocol 60 minutes after LTP induction. ** = 0.003, **** < 0.0001. Sham n = 6, PV-
Inhibition n = 6, PV-Activation group n = 6. 
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PS increases after PV+ cells inhibition and vice versa. 

The population spike (PS) in dentate gyrus reflects the coordinated firing of dentate gyrus 

granule cells, evoked by the perforant pathway stimulation in our experimental conditions 

(Figure 5.3A-B). As for the EPSP, the PS spike amplitude increases with stimulation intensity 

and is not affected by CNO injection in Sham group [F7,40 = 1.58, p = 0.18] (Figure 5.3C-D). 

However, PV-Inhibition group increases dentate gyrus PS after CNO injection [F7,40 = 3.97, p = 

0.002, ηp
2 = 0.29, 1-β = 0.99] (Figure 5.3C-D). This increase is significant from low stimulation 

intensities in the Input-Output curve protocol, even at 0.2 mA [t40 = 5.75, p < 0.0001], and 

qualitatively become almost saturated soon, presenting a kind of plateau in its graphical 

progression (Figure 5.3D) at 0.4 mA [t40 = 5.72, p < 0.0001], 0.6 mA [t40 = 4.44, p = 0.0005], 0.8 

mA [t40 = 3.98, p = 0.0022], 1mA [t40 = 2.89, p = 0.04] and 1.2 mA [t40 = 3.04, p = 0.03]. On the 

other hand, PV-Activation group shows decreased PS amplitude after CNO injection [F7,40 = 

4.81, p = 0.0005, ηp
2 = 0.31, 1-β = 1], those differences are evidenced at higher intensities than 

0.6 mA [t40 = 4.28, p = 0.0009], 0.8mA [t40 = 5.29, p < 0.0001], 1mA [t40 = 4.84, p = 0.0002] and 

1.2 mA [t40 = 4.60, p = 0.0003] (Figure 5.3C-D). 

We also measured the latency at which PS appears. It does not change before and after CNO 

injection in Sham group [F4,25 = 1.93, p = 0.13], nor in the PV-Activation group [F4,25 = 0.37, p = 

0.82]. However, the PS latency in PV-Inhibition group decrease around 0.5 ms after CNO 

injection when we inhibit the PVbc interneurons [F4,25 = 50.65, p < 0.0001, ηp
2 = 0.4, 1-β = 1], 

being evident at 0.4 mA stimulation intensity [t25 = 3.84, p = 0.0037], 0.6 mA [t25 = 4.22, p = 

0.0015], and 0.8 mA [t25 = 2.92, p = 0.03], having tendency at 1 mA [t25 = 2.56, p = 0.08] and 1.2 

mA [t25 = 2.4, p = 0.12]. Only the stimulation intensities that evoked reliable PS before and 

after CNO injection were taken for the analysis of the latency (> 0.4 mA). 

Taken together these data indicate that by decreasing PVbc perisomatic inhibition, granule 

cells firing is facilitated. It increases the amplitude of PS evoked potentials and decreases its 

latency. On the contrary, increasing the PVbc perisomatic inhibition impairs granule cells firing, 

as evidenced by the depression of PS amplitude. The comparably smaller effect of PV cell 

inhibition vs excitation (smaller effect of PS amplitude and no effect on latency) probably 

reflects the already high basal inhibitory tone in the DG. CNO injection, alone, does not induce 

any observable change in our conditions.   
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Figure 5.3. PS evoked potential in the dentate gyrus after PV cells modulation. A) Schematic representation of the 
recording and stimulation sites during the Input-Output protocol applied. EC = entorhinal cortex; HPC = 
hippocampus, PFC = prefrontal cortex. B) Schematic representation of the recording probe site with over-imposed 
evoked potential after perforant pathway stimulation (in green). Point indicates the channel extracted for 
evaluating PS amplitude. C) Representative waveforms of the PS recorded in hilus before (in black) and after CNO 
injection (in colour). Scalebars indicates 2 ms and 4 mV. D) Quantification of the PS amplitude before and after CNO 
injection. E) Quantification of the PS latency of the data in D, only reliable PS evoked intensities before and after 
CNO injection were taken for its analysis. * < 0.05, ** <0.01, *** < 0.001, **** < 0.0001. Sham n = 6, PV-Inhibition n 
= 6, PV-Activation group n = 6. 

 

Differential effects of PS amplitude after LTP, post-PVbc modulation. 

LTP induction in Sham group increases the PS [F7,40 = 5.55, p = 0.0002, ηp
2 = 0.33, 1-β = 0.99] at 

0.1 mA stimulation intensity [t40 = 3.09, p = 0.02], 0.2 mA [t40 = 5.76, p = 0.0001] and 0.4 mA 

[t40 = 4.65, p = 0.0003], until it becomes saturated compared with PS amplitude recorded 

before LTP induction (Figure 5.4C-D, left). Nevertheless, in the PV-inhibition group, LTP 

induction is not able to further increase the PS amplitude, which appears to saturate at low 

stimulation intensities as a consequence of perisomatic desinhibition (Figure 5.4C-D, middle) 

[F7,40 = 0.99, p = 0.45]. On the other hand, PS amplitude increases in the PV-Activation group, 

even if we previously increase the PVbc perisomatic tone over granule cells [F7,40 = 2.82, p = 

0.017, ηp
2 = 0.24, 1-β = 0.87], although it has less statistical power, likely reflecting the 

increased difficulty of granule cells firing. It was observed at 0.2 mA stimulation intensity [t40 = 

3.5, p = 0.009] and 0.4 mA [t40 = 2.9, p = 0.04] (Figure 5.4C-D, right).  

LTP induction also reduced PS latency in the Sham group [F4,25 = 647.6, p < 0.0001, ηp
2 = 0.48, 

1-β = 0.99] in all the stimulation intensities studied; 0.4 mA [t25 = 14.35, p < 0.0001], 0.6 mA [t25 

= 11.74, p < 0.0001], 0.8 mA [t25 = 11.39, p < 0.0001], 1 mA: [t25 = 9.71, p < 0.0001] and 1.2 mA 

[t25 = 9.7, p < 0.0001]; in the PV-inhibition group [F4,25 = 106.6, p < 0.0001, ηp
2 = 0.45, 1-β = 

0.99], also in all the stimulation intensities studied; 0.4 mA [t25 = 5.52, p < 0.0001], 0.6 mA [t25 = 

3.85, p = 0.0034], 0.8 mA [t25 = 3.53, p < 0.008], 1 mA: [t25 = 3.09, p = 0.025] and a tendency at 
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1.2 mA [t25 = 2.77, p = 0.056]; and in PV-Activation group [F4,25 = 224, p < 0.0001, ηp
2 = 0.47, 1-β 

= 0.99], also at 0.4 mA [t25 = 8.52, p < 0.0001], 0.6 mA [t25 = 7.75, p < 0.0001], 0.8 mA [t25 = 

6.69, p < 0.0001], 1mA [t25 = 5.49, p < 0.0001] and 1.2 mA [t25 = 4.99, p = 0.0002] (Figure 5.4E). 

Only those intensities that evoked a reliable PS before and after LTP were taken into account. 

Taking together these data indicate that LTP induction increase granule cells PS in control and 

PV-Activation group, but not in PV-Inhibition group, in which the PS is saturated when 

decreasing the perisomatic inhibition of the PV cells. LTP also decreases firing latency, whether 

it increases in amplitude or not, pointing to the regulation of firing latency as another 

consequence of the LTP induction. Interestingly, it does so in a less evident manner in the PV-

inhibition group, in which PS delay was already a bit reduced (Figure 5.4E, middle), pointing to 

the inhibitory tone as a critical factor to regulate the PS latency as well. 

 

 

Figure 5.4. PS evoked potential in the dentate gyrus after LTP induction, post-CNO injection. A) Schematic 
representation of the recording and stimulation sites during the Input-Output protocol applied. EC = entorhinal 
cortex; Hpc = hippocampus, PFC = prefrontal cortex. B) Schematic representation of the recording probe placed in 
hippocampus and dentate gyrus with over-imposed evoked potential after perforant pathway stimulation (in 
green). Point indicates the channel extracted for evaluating PS amplitude. C) Representative waveforms of the PS 
recorded in hilus after CNO injection (1 mg/kg, i.p.), before LTP (in colour; grey yellow or blue, depending on the 
group) and after LTP (in dark green). Scalebars indicates 2 ms and 4 mV. D) Graphical quantification of the PS 
amplitude before and after LTP induction following the same colour code. E) Graphical quantification of the PS 
latency of the same data in D. Only reliable PS evoked intensities were taken for its analysis. * < 0.05, ** <0.01, *** 
< 0.001, **** < 0.0001. Sham n = 6, PV-Inhibition n = 6, PV-Activation group n = 6. 
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Evoked potentials after PairPulses-changing-delay protocol. 

Briefly, pair pulses in a delay-change protocol consists on the application of two consecutive 

stimulations within a range of temporal intervals between them (10-80 ms). It is regularly used 

to study feedback inhibition, because the application of the first pulse, or conditioning pulse, 

elicits a first population spike (PS1) which activates feedback inhibition mediated by GABAA 

heteroreceptors and GABAB autoreceptors (the latter, due to their presynaptic location, causes 

dis-inhibition over the granule cells targets as explained in section 1.5.2). When the second 

pulse is applied 20-40 ms after PS1, the amplitude of the PS2 is largely reduced due to the 

GABAA mediated inhibition. However, if the second pulse is applied > 60 ms after PS1, it elicits 

a larger PS2 than PS1, because of GABAB heteroreceptor dis-inhibit the targets258 (Figure 5.5A).  

In Sham group, nor PS1 [F7,40 = 0.63, p = 0.72], neither PS2 [F7,40 = 2.14, p = 0.07] change before 

and after CNO injection (Figure 5.5B, left).  

Regarding PV-Inhibition group, inhibition of PV cells leads to an increased PS1 when comparing 

before-after CNO injection [F7,40 = 132.1, p < 0.0001, ηp
2 = 0.45, 1-β = 0.99], but surprisingly 

there is no differences in the kinetic of the PS2 before and after CNO injection [F7,40 = 1.41, p = 

0.22] (Figure 5.5B, middle). PS2 amplitude does not increase due to GABAB disinhibition either. 

It could be due to a saturation of the granule cell PS after PVbc inhibition, or to decreased 

GABAB autoreceptor activity. To address that point we re-adjusted the stimulation intensity so 

that PS1 amplitude postCNO was equal to PS1 pre-CNO in four animals (Figure 5.5C). Results 

indicate a clear reduction of GABAB mediated dis-inhibition [F7,24 = 229.4, p < 0.0001, ηp
2 = 

0.48, 1-β = 1] after 40 ms [t24 = 12.72, p < 0.0001], 50 ms [t24 = 28.6, p < 0.0001], 60 ms [t24 = 

32.46, p < 0.0001], 70 ms [t24 = 32.11, p < 0.0001] and 80 ms [t24 = 26.36, p < 0.0001]. 

On the other hand, the PV-Activation group shows a reduced PS1 amplitude post-CNO 

compared with pre-CNO [F7,40 = 305.4, p < 0.0001, ηp
2 = 0.46, 1-β = 0.99], but PS2 is also 

reduced [F7,40 = 47.04, p < 0.0001, ηp
2 = 0.35, 1-β = 0.99], but only after 50 ms [t40 = 4.31, p = 

0.0008], 60 ms [t40 = 3.75, p = 0.0044], 70 ms [t40 = 5.68, p < 0.0001] and 80 ms [t40 = 6.26, p < 

0.0001] (Figure 5.5B, right), again at latencies that point to GABAB inhibition regulation, 

although this reduction may reflect a diminished granule cells activity as well. 
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Figure 5.5. Dentate gyrus PS during pair-pulses stimulation protocol, with delay change, before and after CNO. A)  
Waveform examples of a typical evoked potentials in our pair-pulses protocol, from 10 to 80 ms of interval between 
pulses, extracted from Sham group. PS extracted form same recording channels than in Figures 4.3 and 4.4. B) 
Quantifications of PS amplitude, per group. Sham n=4, PV-Inhibition n=6, PV-Activation n=6. Discontinuous traces 
indicate first pulses PS amplitude. C) Quantification of PS amplitude of PV-Inhibition group (n=4) when adjusting 
stimulation so that PS1 pre and post-CNO were equal. All the represented statistic is made comparing PS2 before 
and after CNO injection. ** <0.01, *** < 0.001, **** < 0.0001. 

 

To summarize: PSs in Sham group does not change with the CNO injection and evokes the 

typical response expected when applying the pair-pulses protocol. Regarding experimental 

groups, one problem we found is that there were variations in amplitude on PS1 before and 

after CNO injection, which may condition the PS2 changes. Some animals of PV-Inhibition 

group even evidenced multiple spikes eventually. They were no more than two but sufficient 

to affect direct interpretations of the analysis of this pair pulse protocol. It might mask the 

feedback inhibition-related changes in PS2, leading us to putative miss-interpretations. 

Nevertheless, the analysis allows us to discard feedback GABAA mediated inhibition changes in 
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our results when modulating PV interneurons —based on the virtually 0 mV PS in all the 

groups before 40 ms inter-pulses latency—. After 50 ms (GABAB dis-inhibition latencies), PS2 

PV-Inhibition group shows no differences before-after CNO injection (Figure 5.5B), when 

applying same stimulation intensity. However, if we reduce the stimulation intensity to adjust 

PS1 at equal amplitude (pre- and post-CNO), then PS2 is reduced after CNO injection (Figure 

5.5C). PV-Activation group PS2 decreases in amplitude after CNO injection. It could reflect 

diminished GABAB function or decreased per se PS because PV interneurons activation impairs 

granule cells firing. 

 

Evoked potentials after Pair  Pulse stimulation with varying intensities. 

Briefly, pair pulses changing intensity protocol consists on the application of two consecutive 

electrical pulses with fixed temporal delay (20 ms, in the peak of the GABAA mediated 

inhibition) and fixed stimulation intensity of the second pulse (0.8 mA), but varying the 

intensity of the first pulse (ranging 0.1-1 mA) (Figure 5.6A). If the conditioning pulse does not 

evoke a PS in the first response (low intensities, 0.1 mA), it potentiates the second PS due to a 

calcium accumulation mechanism in the presynaptic terminal. However, if the conditioning 

pulse evokes a PS1, then feedback inhibition through GABAA receptor will depress the PS2. So 

that PS1 blocks the PS2, by virtue to GABAA feedback inhibition. By regulating first pulse 

intensity, and recording the variations of PS2 we can study presynaptic facilitation induced by 

calcium accumulation or feedback inhibition mediated by GABAA (Figure 5.6B).  

Application of this protocol doesn’t change PS2 in Sham group before vs after CNO injection 

[F5,24 = 1.61, p = 0.19]. However, PS2 in PV-Inhibition group does change [F5,30 = 5.19, p = 

0.0015, ηp
2 = 0.31, 1-β = 0.98] being higher post-CNO when we apply 0.1 mA in pulse 1 [t30 = 

3.37, p = 0.012] and lower at 0.2 mA [t30 = 3.79, p = 0.0049]. PS2 in PV-Activation also present 

differences pre- and post-CNO [F5,30 = 12.4, p < 0.0001, ηp
2 = 0.40, 1-β = 0.99]. This differences 

are evident in the same stimulation intensities than PV-Inhibition group (0.1 mA, 0.2 mA) but 

inversely; PS2 in PV-Activation group at 0.1 mA decreases postCNO [t30 = 5.99, p < 0.0001] and 

increases at 0.2 mA [t30 = 4.78, p = 0.0003] (Figure 5.6C). EPSP does not change, again, in any 

group (Sham [F5,24 = 0.57, p = 0.71], PV-Inhibition [F5,30 = 1.45, p = 0.23] and PV-Activation [F5,30 

= 0.39, p = 0.84]) (Figure 5.6D).  
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Figure 5.6. Dentate gyrus evoked potentials during pair-pulses stimulation protocol, changing stimulation 
intensity, before and after CNO. A) Representative waveform of the evoked potentials during pair pulses protocol, 
changing intensity and fixed interval between pulses. Extracted from Sham group. PS analysed for the same channel 
than in figures 5.3 and 5.4. B) Representative waveform showing the expected first pulse facilitation of the second 
PS (left, in green) and GABAA mediated feedback inhibition of the second spike, after PS1 (right, in red). C) Graphical 
quantifications of PS1 (discontinuous lines) and PS2 (continuous lines), before and after CNO injection, per group. 
Statistical analysis was made, and is represented, comparing PS2 before (in black) and after (in colour) CNO 
injection. Arrow indicate the point in which first pulse facilitation is evidenced in Sham group. D) Same than C, but 
representing EPSP. * < 0.05, ** <0.01, *** < 0.001, **** < 0.0001. Sham n = 5, PV-Inhibition n = 6, PV-Activation 
group n = 6. Discontinuous red line indicates the value obtained at 0.8 mA intensity with single pulse stimulation. 

 

Contrasts between PS1 before and after CNO injection graphically show no differences in Sham 

group, while PS1 is highly increased in PV-Inhibition group and decreased in PV-Activation 

group after CNO injection (Figure 5.6C). Statistic not shown for simplicity, to avoid redundancy 

(it confirms the previously explained results in section 5.1.1) and to not to distract from the 

main point of this section; the comparison of the evoked response motivated by the second 

pulse. 

Taking together the data indicate that the EPSP does not change in any group (Figure 5.6D). 

PS2 in Sham group does not change either, and it presents the expected first pulse facilitation 

and GABAA feedback inhibition. This GABAA inhibition is also evident in the experimental 

groups after PS1 appears, before and after CNO injection, without differences. Nevertheless, 

the pair pulse facilitation in the experimental groups, before first stimulating pulse evoke PS 

does change after CNO injection. First pulse increases in PV-Inhibition group, and decreases in 

PV-Activation group. The second pulse decreases in PV-Inhibition group, and increases in PV-

Activation group. These significant differences may reflect a differential PS2 modulation by 

increased or decreased PS1 (depending on the group), more than a direct effect of PV 

interneurons over the pair pulse facilitation. PS1 modulation can explain all the significant 

differences. It makes tough the conclusion over pulse facilitation in experimental groups. What 
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we can extract from the data is that EPSP does not change in any group (again) and that GABAA 

feedback mediated inhibition seems to be not affected (althought we cannot completely 

discard it), pointing indirectly, to the feedforward inhibitory circuits as responsible for the 

results presented herein. 

 

Temporal course for EPSP and PS changes after CNO injection.  

We recorded single pulse evoked potentials during minutes 0-15, 20-35 and 40-55 post-CNO to 

study the temporal course of CNO injection. We applied 1 pulse every 30 seconds with 

stimulation intensity adjusted to 80% of the maximum PS (Figure 5.7A). After CNO injection, 

repeated measures one-way ANOVA in Sham group probes that PS and EPSP does not vary 

with the time (PS [F3.69,18.46 = 1.22, p = 0.33], EPSP [F3.9,19.5 = 1.7, p = 0.19]). PV-Inhibition group 

PS increases with the time [F3.07,15.38 = 7.71, p = 0.002, ηp
2 = 0.14, 1-β = 1], while EPSP again 

does not change [F2.88,14.11 = 1.59, p = 0.23]. PV-Activation group PS decrease with the time 

[F2.47,12.4 = 9.9, p = 0.0018, ηp
2 = 0.25, 1-β = 1], while EPSP, again, remain unaffected [F3.74,17.37 = 

1.24, p = 0.32] (Figure 5.7B-C). 

To compare distinct temporal courses between different groups we did a normalized 

transform with respect the initial measures mean of PS and EPSP applying same stimulation 

intensity without CNO effects (normalized transform value = data of PS or EPSP for a given 

pulse – mean of the PS or EPSP without CNO effects, per animal). Comparison of PS temporal 

courses between groups (Figure 5.7D-E) show robust differences between groups [F2,15 = 

34.99, p < 0.0001, ηp
2 = 0.37, 1-β = 0.96]. Multiple comparison between PV-Inhibition and PV-

Activation groups with Sham, by temporal points, show that PV-Inhibition PS is higher than the 

one in control conditions from 20 minutes on (p = 0.01), and become stable at around 30 

minutes after CNO injection (p < 0.001). PV-Activation PS, on the other hand, decrease 

significantly after a bit more time, around 25 minutes after CNO injection (p = 0.01), but 

become stable with approximately the same latency, around 30 minutes after CNO injection (p 

< 0.001). There are no statistical differences between EPSPs normalized values between 

groups [F2,15 = 0.38, p = 0.68]. 

Around 20-25 minuts after CNO i.p. administration, changes in PS amplitude are detected in 

both PV-Inhibition (p = 0.01) and PV-Activation groups (p = 0.01), reach a plateau after 

approximately 30 min of injection (p < 0.001) and remain stable for the duration of the 

experiment; and at least 10 h according with the bibliography29,34.  
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Figure 5.7. Temporal course of single pulse dentate gyrus evoked potentials after CNO injection. A) Scheme of the 
timeline of the recordings after CNO injection. B) Graphical quantifications of PS amplitude along the time after 
CNO injection, at minute 0. PS in Sham group remain equal, while it increases in PV-Inhibition group, and decrease 
in PV-Activation group. Both effects are evident from 20 to 30 minutes after CNO injection and remain stable 
afterwards. C) Graphical quantifications of EPSP maximum slope along the time after CNO injection. It remains 
equal in all the groups. D) Graphical quantification of the normalized data of each group PS with respect the normal 
value without CNO effects. * < 0.05, ** <0.01, *** < 0.001, **** < 0.0001. * Indicates comparisons between PV-
Inhibition group and Sham. # < 0.05, ## <0.01, ### < 0.001, #### < 0.0001. # Indicates comparisons between PV-
Activation group and Sham. E) Same than D, but with EPSP maximum slope data. All the groups remain without 
changes along the time. 

 

Gathering together dentate gyrus electrophysiological data. 

So far, Input-Output protocol applied in perforant pathway before and after CNO injection 

reveal that EPSP, as a reflex of the functional dendritic integration in the dentate gyrus, does 

not change in any group, and all of them become equally potentiated by LTP. CNO injection in 

Sham group does not change the PS amplitude recorded in hilus, as reflect of granule cell 

firing. Hilar PV cells inhibition in experimental groups increases the population spike of granule 

cells drastically, and decreases moderately the PS when we activate them. Also, PS in Sham 

and PV-Activation group increases after LTP induction, while in PV-Inhibition group, LTP 

induction does not induce any change after CNO injection; PS seems saturated just by 
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decreasing perisomatic inhibition. Granule cells are under tight control of hilar inhibitory 

networks153,154 an observation that may help explain both results, the soft PS decrease in PV-

Activation group and the lack of further PS potentiation after LTP in the PV-Inhibition group. 

CNO effects are evident from 20-25 to 30 minutes after CNO injection, when they become 

stables. 

 

5.1.2. Polisynaptic propagation in the hippocampus.  

PVbc inhibition facilitates propagation in the trisynaptic circuit  

In normal conditions, a single pulse stimulation in the perforant pathway barely arrives to the 

CA1 region (Figure 5.8A-B), generating a small EPSP, and never evokes a PS in CA1. This result 

is not altered by CNO administration in Sham group (F7,40 = 1.21, p = 0.31 and F7,40 = 0.1, p = 

0.99, for the EPSP and PS, respectively) (Sham group, Figure 5.8C-F, left). However, in PV-

Inhibition group, single pulse applied in perforant pathway evoked a huge EPSP in CA1 stratum 

radiatum after hilar PVbc inhibition [F7,40 = 127, p < 0.0001, ηp
2 = 0.48, 1-β = 0.96] at all the 

stimulation intensities ranging from 0.2 mA [t40 = 16.68, p < 0.0001], 0.4 mA [t40 = 24.05, p < 

0.0001], 0.6 mA [t40 = 24.34, p < 0.0001], 0.8 mA [t40 = 24.34, p < 0.0001] 1 mA [t40 = 24.41, p < 

0.0001] and 1.2 mA [t40 = 26.67, p < 0.0001] (Figure 5.8C-D, middle). Importantly, there is not 

only an increased CA1 EPSP in PV-Inhibition group, but also a CA1 PS in this group, something 

that is not seen in any other circumstance when stimulating perforant pathway (3 synapses 

away) with single pulses. PS in CA1 before CNO injection is virtually inexistent, but after hilar 

PVbc inhibition it is evident, and with great amplitude [F7,40 = 17.31, p < 0.0001, ηp
2 = 0.42, 1-β 

= 0.96] at all the stimulation intensities from 0.2 mA [t40 = 5.76, p < 0.0001], 0.4 mA [t40 = 7.31, 

p < 0.0001], 0.6 mA [t40 = 7.88, p < 0.0001], 0.8 mA [t40 = 8.77, p < 0.0001] 1 mA [t40 = 8.75, p < 

0.0001] and 1.2 mA [t40 = 11.16, p < 0.0001] (Figure 5.8E-F). When activating hilar PV 

interneurons, the light EPSP recorded in CA1, in spite its finesse, is reduced after CNO injection 

[F7,40 = 3.61, p = 0.0042, ηp
2 = 0.26, 1-β = 0.96]. It is evident lightly at 0.2 mA [t40 = 3.04, p = 

0.03], but robustly at 0.4 mA [t40 = 3.87, p = 0.0031], 0.6 mA [t40 = 4.19, p = 0.0012], 0.8 mA [t40 

= 4.84, p = 0.0002], 1 mA [t40 = 5.34, p < 0.0001] and 1.2 mA [t40 = 5.15, p < 0.0001] (Figure 

5.8C-D, right). On the other hand, CA1 PS in PV-Activation group doesn’t change [F7,40 = 0.86, p 

= 0.54] (Figure 5.8E-F, right); as it is virtually zero from basal conditions, its EPSP reduction 

doesn’t evoke any decrease in PS. 

These data show that CNO alone does not induce any observable change in the trisynaptic 

propagation (as expected) in Sham group, while the hilar PVbc inhibition causes a huge 

increase of both the trisynaptic EPSP slope and the PS amplitude in CA1, likely due to the 

increase in dentate gyrus PS amplitude —or decreasing its latency, or both—. Increasing PVbc 

inhibition in the hilus causes a further depression of CA1 EPSP slope (in spite being already low 

in basal conditions) and no observables changes on its PS, which is virtually zero before CNO 

injection. 
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Figure 5.8. Evoked potentials in CA1 after hilar PV modulation when stimulating perforant pathway. A) Schematic 
representation of the stimulation preparation during the Input-Output protocol applied. B) Schematic 
representation of the recording probe placed in the hippocampus and dentate gyrus with over-imposed evoked 
potential after perforant pathway stimulation (in green). (1) Indicates the channel extracted for evaluating CA1 EPSP 
slope, represented in C-D. (2) Indicates the selected channel for evaluating PS amplitude, represented in E-F. C) 
Representative waveforms of the EPSP recorded in CA1 stratum radiatum before (in black) and after CNO injection 
(in colour) (1 mg/kg, i.p.). Scalebars indicates 4 ms and 0.5 mV. D) Quantifications of the EPSP maximum slope of the 
evoked potential associated with the trisynaptic circuit, indicated by the arrow in C. E) Representative waveforms of 
the CA1 pyramidal layer PS. F) Quantification of the CA1 PS amplitude associated to the trisynaptic circuit, indicated 
by the arrow in E. * < 0.05, ** <0.01, *** < 0.001, **** < 0.0001. Sham n = 6, PV-Inhibition n = 6, PV-Activation 
group n = 6. 

 

CA1 single pulse recordings post-CNO injection after dentate gyrus LTP 

induction. 

Single pulse stimulation in perforant pathway after LTP induction in dentate gyrus granule cells 

dendrites (Figure 5.9A-B) slightly increases the EPSP evoked potential in CA1 stratum radiatum 

in control group [F7,40 = 2.43, p = 0.03, ηp
2 = 0.23, 1-β = 0.95], evident at 0.2 mA [t40 = 3.34, p = 

0.014], 0.4 mA [t40 = 4.12, p = 0.0014] and 0.6 mA [t40 = 4.2, p = 0.0011] (Figure 5.9C-D, left). 

However, it is not enough either to induce any change in the CA1 PS, that is virtually zero 

before and after LTP induction in dentate gyrus post-CNO injection [F7,40 = 0.1, p = 0.99] (Figure 

5.9E-F, left). In PV-Inhibition group, EPSP and PS in CA1 become already saturated after CNO 

injection so that LTP induction in perforant pathway does not induce any change in the 

maximum slope in the EPSP [F7,40 = 1.86, p = 0.17] (Figure 5.9C-D, middle), in spite it seems to 

have even a reduction in the amplitude of the EPSP evoked signal (Figure 5.9C, middle). LTP 

induction does not alter the PS drastically either (Figure 5.9E-F, middle), in spite of there is one 

significantly different point increased in PS [F7,40 = 2.38, p = 0.03, ηp
2 = 0.22, 1-β = 0.32] at 1 mA 
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[t40 = 3.14, p = 0.02]. However, 1-β, as inverse indicator of type 1 error, in such statistical 

analysis is too low to make this difference trustable, and it is not very consistent in spite its 

significant p value. I personally would reject it based on its low statistical confidence, and I 

would assume those value as not possible to stablished differences (Figure 5.9F, middle, #). On 

the other hand, PV-Activation group acts as the Sham-control one; the trisynaptic-associated 

EPSP recorded in CA1 stratum radiatum slightly increases after LTP induction in dentate gyrus 

[F7,40 = 2.40, p = 0.03, ηp
2 = 0.4, 1-β = 0.89] (Figure 5.9C-D, right), being tendency at 0.2 mA [t40 

= 2.56, p = 0.1], but evident at 0.4 mA [t40 = 3.47, p = 0.009], 0.6 mA [t40 = 3.05, p = 0.03] and 

0.8 mA [t40 = 3.37, p = 0.01]. However, EPSP increases due to the LTP does not induce any 

changes in the virtually zero CA1 PS in PV-Activation group [F7,40 = 0.26, p = 0.96]. 

Taken together these data indicate that LTP induction in perforant pathway increases the 

trisynaptic propagation into CA1, in the form of sleeper slope of the EPSP recorded in stratum 

radiatum in Sham group and PV-Activation, whitout changes in the CA1 pyramidal cell PS. In 

PV-Inhibition group, previously enhanced trisynaptic propagation due to PVbc inhibition seems 

not to be affected after LTP induction in perforant pathway; there is no changes in the EPSP 

slope, nor in the PS, and both seems to be already saturated. 
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Figure 5.9. Trisynaptic-associated evoked potentials in CA1 after LTP induction in dentate gyrus, post-CNO 
injection. A) Schematic representation of the stimulation preparation during the Input-Output protocol applied 60 
minutes after LTP induction. B) Schematic representation of the recording probe placed in the hippocampus and 
dentate gyrus with over-imposed evoked potential after perforant pathway stimulation (in green). (1) Indicates the 
channel extracted for evaluating CA1 EPSP slope, represented in C-D. (2) Indicates the selected channel for 
evaluating PS amplitude, represented in E-F. C) Representative waveforms of the EPSP recorded in CA1 stratum 
radiatum post-CNO but before (in colour; grey, yellow and blue) and after LTP (green). Scalebars indicates 4 ms and 
0.5 mV. D) Quantifications of the EPSP maximum slope of the evoked potential associated to the trisynaptic circuit, 
indicated by the arrow in C. E) Representative waveforms of the CA1 pyramidal layer PS, same colour code than in 
C. F) Graphical quantification of the CA1 PS amplitude associated to the trisynaptic circuit, indicated by the arrow in 
E. * < 0.05, ** <0.01, *** < 0.001, **** < 0.0001. # Indicates a statistical significant value (p = 0.02), but with very 
low confidence (1-β = 0.32), which make it not trustable. Sham n = 6, PV-Inhibition n = 6, PV-Activation group n = 6. 

 

Disynaptic activity propagation remains constant in all the groups.  

In CA1 region, before the trysinaptic associated evoked potential arrives, we record also a di-

synaptic volume propagation as reflect of the stimulation of the direct projection from EC to 

CA3 (Figure 5.10A-B). As expected, but importantly, disynaptic activation of CA1 remains 

constant in the Sham group [F7,40 = 0.65, p = 0.70], the PV-Inhibition group [F7,32 = 0.79, p = 

0.59] and the PV-Activation group [F7,40 = 0.28, p = 0.95], comparing before and after CNO 

injection when we applied a Input-Output protocol (Figure 5.10C-D). One animal from PV-

Inhibition group was discarded for this analysis due that dentate gyrus PS volume propagation 

was so strong that changed the waveform of disynaptic activation in CA1, making its analysis 

not trustable. 

These data point to the non-involvement of CA3 region in the electrophysiological changes 

observed downstream in the CA1 associated network. The lack of changes in disynaptic 

activation point that the disynaptic circuit, per se, seems not to be functionally affected by our 

experimental manipulation. 
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Figure 5.10. Disynaptic propagation into CA1 after perforant pathway stimulation. A) Schematic representation of 
the stimulation preparation. B) Schematic representation of the recording probe placed in the hippocampus and 
dentate gyrus with over-imposed evoked potential after perforant pathway stimulation (in green). Arrow indicates 
the disynaptic circuit after perforant pathway stimulation. C) Representative waveforms of the evoked potential 
recorded in CA1 stratum radiatum before (in black) and after CNO injection (in colour) (1 mg/kg, i.p.). Arrows 
indicates the disynaptic volume propagation, prior to the trisynaptic one. Scalebars indicates 4 ms and 0.5 mV. D) 
Graphical quantifications of the disynaptic propagation amplitude indicated by the arrow in C. No differences before 
and after CNO injection in any group. Sham n = 6, PV-Inhibition n = 5, PV-Activation group n = 6. 

 

Compilation of electrophysiological data recorded in CA1.  

CA1 electrophysiological data probe that in standard condition (Sham group), single pulse 

stimulation in perforant pathway barely arrives at CA1 in the form of EPSP, and only at high 

intensities; not in the form of PS. Nevertheless, the hilar PVbc inhibition causes to drastically 

increase not only the trisynaptic-associated EPSP but also the CA1 PS, elicited by single pulse 

stimulation in the perforant pathway. Hilar PVbc activation, by impairing dentate gyrus firing, 

further decreases the trisynaptic propagation (Figure 5.8). LTP induction in the perforant 

pathway increases propagation in all groups, not affecting the CA1 PS. In good agreement with 

the lack of further potentiation DG activity in the PV-Activation group after LTP induction, no 

increased trisynaptic propagation was observed  (Figure 5.9). Importantly, these changes are 

associated with the trisynaptic circuit propagation because the analysis of the disynaptic 

volume propagation amplitude in CA1 reveals no differences before and after CNO injection 

(Figure 5.10), in any group. 

 

5.1.3.- Propagation of hippocampal activity to the prefrontal cortex  

The hippocampus connects with the prefrontal cortex through its ventral part283,284 (reviewed 

in Takita et al., 2013285), and this connection has been shown to be fundamental for memory 

formation (reviewed in Preston and Eichenbaum, 2013286; Morici et al., 2015287). Long-range 

propagation of activity from the hippocampus to other extra-hippocampal areas, however, 

requires stimulation frequencies in the theta-beta frequency range279. Single or low-frequency 

stimulation of the perforant pathway does not recruit neurons in the prefrontal cortex288. 
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Accordingly, in our experiments, stimulation of the perforant pathway at 1Hz (Figure 5.11A) do 

not provoke any observable evoked potential in the prefrontal cortex of Sham group, not 

before nor after CNO injection [F9,50 = 0.79, p = 0.62]. However, when decreasing hilar PVbc 

perisomatic inhibitory tone in the PV-Inhibition group, the same stimulation paradigm elicits a 

clear evoked potential in prefrontal cortex [F9,30 = 2.82, p = 0.01, ηp
2 = 0.29, 1-β = 0.79] being 

tendency in the pulse number 4 of the train [t30 = 2.72, p = 0.1], but significant in the pulses 

number 5 [t30 = 3.6, p = 0.012], 6 [t30 = 4.23, p = 0.002], 7 [t30 = 4.02, p = 0.003], 8 [t30 = 4.21, p = 

0.002], 9 [t30 = 3.89, p = 0.005] and 10 [t30 = 3.73, p = 0.007]. It is interesting to note that the 

PFC responds to the hippocampal input with an evoked potential oscilating at gamma 

frequency. When we increase the perisomatic PVbc inhibition over granule cells, in the PV-

Activation group, we don’t find evoked responses in prefrontal cortex [F9,50 = 0.48, p = 0.87] 

(Figure 5.11B-C). 

 

 

Figure 5.11. Prefrontal cortex activity propagation after perforant pathway stimulation and hilar PV cells 
inhibition. A) Schematic representation of the surgery preparation for electrophysiological recordings. B) Examples 
of waveforms extracted from prefrontal cortex during 1Hz train stimulation the in perforant pathway before (in 
black) and after (in colour) CNO injection. Waveforms were extracted from the 10th pulse of the train. Scalebars 
indicates 5 ms and 0.1 mV. C) Quantifications of the first wave amplitude of the evoked potential recorded in the 
prefrontal cortex, when applying 1 Hz train stimulation in the perforant pathway, before (in black) and after (in 
colour) CNO injection (1 mg/kg, i.p.). * < 0.05, ** <0.01. Sham n = 6, PV-Inhibition n = 4, PV-Activation group n = 6. 
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Collation of electrophysiological data.  

Taken together the electrophysiological data probed that hilar PV interneurons regulate the 

firing of granule cells by controlling inhibitory perisomatic tone, not affecting its synaptic 

integration.  

By decreasing the hilar PVbc interneurons activity, granule cells fire easily, as evidenced by the 

increases PS amplitude and its decreases latency; while PVbc activation obstructs the granule 

cell firing. The increased firing of granule cells causes a disproportionately increase in the 

trisynaptic communication, allowing CA1 pyramidal neurons to fire even in response to single 

pulse stimulation in the perforant pathway. Increased CA1 firing is accompanied by an 

increased extrahippocampal propagation evidenced by the elicited evoked potential in the 

prefrontal cortex. Knowing that hippocampal efferences reached a rich network of 

extrahippocampal structures, we next investigated long range hippocampal functional 

connectivity using fMRI. 
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5.2-. fMRI results. 

fMRI combined with intracranial electrical stimulation allows the quantitative analysis of 

effective connectivity in brain networks277,288,289. Stimulation of the perforant pathway in rats 

at 10 and 20 Hz demonstrated to activate the dentate gyrus and hippocampus effectively290. 

After LTP induction in the perforant pathway, the same stimulation also recruit structures in 

the prefrontal cortex, nucleus accumbens and perirhinal cortex136. Accordingly, in our 

experiments, in control conditions (Sham and all pre-CNO data), 20 or 10 Hz train stimulation 

in the perforant pathway evocate a BOLD response observable only in the hippocampus and 

dentate gyrus (Figure 5.12 for 20 Hz, and Figure 5.13 for 10 Hz). One-way ANOVA between 

groups for pre-CNO data results in no differences ([F2,13 = 0.67, p = 0.52] for 20 Hz data and 

[F2,13 = 0.01, p = 0.98] for 10 Hz data). Because of that, for simplicity, pre-CNO data in the bar 

histograms (Figure 5.12D and Figure 5.13B) are represented grouped. Within groups statistical 

comparisons, before vs after CNO injection, were made using paired t-test analysis. 

 

4.2.1.- fMRI BOLD response when stimulating at 20 Hz. 

CNO injection does not change BOLD response in Sham group (Figure 5.12C, up) in any Region 

Of Interest (ROI). Activation is restricted to the hippocampus [t5 = 0.41, p = 0.88], although 

some active voxels are observed in medial temporal lobe structures, mainly subiculum and 

entorhinal cortex. It can be explained by re-entering activity into the hippocampal formation 

during 20Hz train stimulation or by direct perforant pathway antidromic activation. After CNO 

injection, BOLD response does not change in hippocampal ROI [t5 = 1.54, p = 0.172], nor in the 

the global activation of the brain [t5 = 0.32, p = 0.72] in Sham group. Extrahippocampal 

activation in the prefrontal cortex or subcortical areas is not observed. 

In PV-Inhibition group, before CNO injection, BOLD response is restricted to hippocampal ROI. 

But when inhibiting the hilar PVbc interneurons, BOLD signal is not only enhanced in 

hippocampal ROI [t5 = 4.32, p = 0.0076, r2 = 0.78, 1-β = 0.96], but, most importantly, it is found 

in structures of the medial temporal lobe [t5 = 8.11, p = 0.0005, r2 = 0.92, 1-β = 0.99], 

prefrontal cortex [t5 = 3.43, p = 0.01, r2 = 0.69, 1-β = 0.77] and subcortical structures including 

nucleus accumbens, striatum and amygdala [t5 = 2.17, p = 0.08, r2 = 0.48, 1-β = 0.42]. Although 

the propagation to the latter one is a tendency more than significant, and the 1-β is low, it is 

interesting to point the signal-to-noise ratio in that region is usually worse due to the 

susceptibility presence of artifacts, by the proximity of the ear canal277. Importantly, the BOLD 

response in subcortical structures and prefrontal cortex is zero in basal conditions and it is only 

evident after CNO injection in the PV-Inhibition group. The resulting evoked map (Figure 5.12C, 

middle) reminds to the one we obtained after LTP induction136, but in the present case 

obtained just downregulating the hilar PVbc perisomatic inhibition. 

BOLD response in hippocampal ROI of the PV-Activation group is mostly unchanged after CNO 

administration [t4 = 1.44, p = 0.24]. It presents low number of active voxels in medial temporal 

lobe ROI, mainly in subiculum and entorhinal cortex, without variation after CNO injection [t4 = 

0.81, p = 0.45], and no propagation into prefrontal cortex or subcortical structures, which 

make the total number of the voxels in the brain to remain constant [t4 = 0.22, p = 0.84]. 

Although CNO administration is this group produced a slight decrease in the dentate gyrus PS 

(Figure 5.3), the EPSP remained unchanged (Figure 5.1), a result that helps explain the fMRI 

result in this group, since BOLD signal mostly correlates with the synaptic activity136,291.   
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Figure 5.12. fMRI data showing BOLD response after 20 Hz stimulation in the perforant pathway. A) Scheme of 
the implantation of the carbon fibre electrode in the perforant pathway for fMRI experiments. B) Temporal arrow 
with the stimulating protocols temporal order after placing the animal inside the fMRI scanner. Post-CNO 
acquisitions were extracted 60 minutes after its injection. C) First lane indicates the atlas sections (modified from 
Keith and Paxinos, 2008) correspondent to the approximate fMRI images showed below them. These atlas sections 
are colour-coded with the ROIs used to group the active voxels according with anatomical and functional criteria. 
Red = medial temporal lobe, yellow = cortices, purple = hippocampus, green = subcortical structures and blue = 
prefrontal cortex. Numbers below sections indicate the Anterior (A) – Posterior (P) distance with respect bregma, in 
mm. Below the atlas section are presented representative T2-weighted anatomy images with overlaid functional 
maps evoked after 20 Hz stimulation, per group, before and after CNO-injection. Scale indicates 1 mm. Colourbar 
indicates the goodness of the fitness for the General Linear Model Applied (GLM) comparing activation during the 
20 Hz train (ON period, 4 sec) vs the OFF period (26 sec), with the threshold set on p = 0.01. D-H) Bar diagrams 
represent the number of voxels actives above the threshold during ON period; globally in the whole brain (D), in the 
hippocampus (E), in the medial temporal lobe structures (F), in the prefrontal cortex (G) and subcortical structures 
(H). Statistical analysis compares each group of animals with themselves before and after CNO injection. PreCNO 
data are represented together for simplicity (no differences between groups). * <0.05, ** <0.01, *** <0.001. Sham n 
= 6, PV-Inhibition n = 6, PV-Activation group n=5. 
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4.2.2.- fMRI BOLD response when stimulating at 10 Hz. 

The stimulation with 10 Hz, instead of 20 Hz, reveals very similar results, which points to the 

robustness of the finding.  

Sham group doesn’t show any change before and after CNO injection in hippocampus [t5 = 

0.35, p = 0.75], where the BOLD response activity remain confined (Figure 5.13A, up; Figure 

5.13B-C). 

PV-Inhibition group evoked maps (Figure 5.13A, middle) evidences also not only and increased 

hippocampal BOLD signal after PVbc inhibition [t5 = 4.71, p = 0.0053, r2 = 0.81, 1-β = 0.96], but 

also extrahippocampal propagation to medial temporal lobe structures [t5 = 5.32, p = 0.0031, r2 

= 0.85, 1-β = 0.99], importantly to prefrontal cortex [t5 = 3.02, p = 0.02, r2 = 0.64, 1-β = 0.68], 

and again a tendency to increase activity in subcortical areas [t5 = 1.97, p = 0.1, critical t value = 

1.98, r2 = 0.43, 1-β = 0.35] (Figure 5.13B-F). Again this tendency, in spite not being significant 

and having low 1-β, it is worthy to be pointed because voxels in subcortical are not active 

before CNO injection, and given the higher difficulty for obtaining proper fMRI signals closely 

to the ear canal277. 

PV-Activation group doesn’t change the number of voxels actives in hippocampus after CNO 

injection [t4 = 1.44, p = 0.24], where the activation is mostly restricted (Figure 5.13A, bottom; 

Figure 5.13B-C). 
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Figure 5.13. fMRI data showing BOLD response after 10 Hz stimulation in the perforant pathway. The stimulation 
point and temporal protocol to extract data are equal than in previous figure 5.12. A) First lane indicates the atlas 
sections (modified from Keith and Paxinos, 2008) correspondent to the approximate anatomical fMRI sections 
showed below them. The atlas sections are colour-coded with the ROIs used to group the active voxels according 
with anatomical and functional criteria. Red = medial temporal lobe, yellow = cortices, purple = hippocampus, green 
= subcortical structures and blue = prefrontal cortex. Number below sections indicate the Anterior (A) – Posterior 
(P) distance with respect bregma, in mm. Representative T2-weighted anatomy images include overlaid functional 
maps evoked after 10 Hz stimulation trains in the perforant pathway, organized per group, before and after CNO-
injection. Scale indicates 1 mm. Colourbar indicates the goodness of the fitness for the General Linear Model 
Applied (GLM) comparing activation during the 10 Hz train (ON period, 4 sec) vs the OFF period (26 sec). Significant 
threshold set on p = 0.01. B-F) Graphics represent the number of voxels actives above the threshold during ON 
period; globally in the whole brain (B), in the hippocampus (C), in the medial temporal lobe structures (D), in the 
prefrontal cortex (E) and in subcortical structures (F). Statistical analysis compares each group of animals with 
themselves before and after CNO injection. Pre-CNO data in B and C are represented together for simplicity (no 
differences between groups). * < 0.05, ** < 0.01, *** < 0.001. Sham n = 6, PV-Inhibition n = 6, PV-Activation group n 
= 5. 
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Compilation of fMRI results.  

Overall our results show that (1) CNO injection, per se, does not change BOLD responses 

evoked by electric stimulation, (2) independently of the stimulation frequency applied (10 Hz 

or 20 Hz), inhibition of hilar PVbc interneurons increases hippocampal long-range functional 

connectivity, revealing BOLD response in prefrontal cortex (infralimbic, supralimbic and 

cingulate cortex) —in good agreement with our electrophysiological results—, subcortical 

structures (as striatum, nucleus accumbens and amygdala) and medial temporal lobe regions 

(as subiculum and entorhinal cortex), among others. These regions have been associated in the 

literature with different aspects of memory and learning. Also, comparable functional 

reorganization was previously reported after LTP induction in the perforant pathway of 

rats136,290.  

 

The obtained electrophysiological and fMRI results demonstrate that excitation/inhibition 

balance in the dentate gyrus controls the distribution of activity in a brain-wide network of 

mesolimbic dopaminergic and medial prefrontocortical estructures. What is the actual 

functional role of this PVbc cell operated-mechanis? We next investigated the behavioural 

consequences of the gain- and loss-of-function in this circuit. 
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5.3.- Behaviour. Novel Location of the Object task and Elevated Plus maze. 

5.3.1.- Hilar PVbc modulation during encoding and no -modulation. 

The first task we carried out with the animals was the Novel Location of the Object (NLO), 

pointed to be dentate gyrus-dependent if challenging to discriminate distances or positions in 

the space64. Animals carried out the task first while modulating hilar PV interneurons during 

the encoding of the new environmental information regarding objects, and its positions in the 

space. To do so, we injected CNO 90 minutes before the animal first encounter with the 

objects (Figure 5.14A, up). During this encoding session, animals explore both objects equally 

[F2,35 = 0.94, p = 0.94]. It means that despite PV cells were being manipulated; animal 

performed normally. However, the day after, the test session reveal that groups encoded 

differently —factor group [F2,35 = 6.58, p = 0.0037, ηp
2 = 0.27, 1-β = 0.99], factor time, that 

reflect the differences between familiarization and test 24h [F1,35 = 55.86, p < 0.0001, ηp
2 = 

0.38, 1-β = 0.99]—. Both, Sham and PV-Inhibition group, explore more the object that had 

been displaced (Sham [t35 = 4.27, p = 0.0004], PV-Inhibition [t35 = 8, p < 0.0001]), while the PV-

Activation group does not [t35 = 0.81, p = 0.8]. Comparison between groups in test sessions 

demonstrates that PV-Inhibition group mice explore the object in the new location even more 

than Sham group [t70 = 4.66, p = 0.0043] and more than the PV-Activation group [t70 = 8.32, p < 

0.0001]. Sham group mice explore significantly more the object than PV-Activation group mice 

[t70 = 3.75, p = 0.02]. PV-Activation group mice explore both objects equally, as they did the 

first time they encounter the objects, as if the objects were new for them (Figure 5.14A). 

 

 

Figure 5.14. Mice exploratory behaviour during Novel Location of the Object task modulating encoding and in 
control conditions. A) Schematic representation of the protocol for modulating PVbc during the encoding of new 
spatial information (up) and quantification of mice’s exploration index (time spent exploring displaced object/total 
time exploring both). B) Schematic representation of same behaviour protocol than in A, but injecting Saline instead 
of CNO (up), and quantification of mice’s exploration index in NLO task. * Indicates comparison within groups, * < 
0.05, ** <0.01, *** < 0.001, **** < 0.0001. # Indicates comparison between groups # < 0.05, ### <0.001, #### < 
0.001. Fam (familiarization session, related to the encoding) bar (in black) represents data from all the groups, 
grouped for simplicity (no differences between them). 0.5 of exploratory index indicates equal exploration between 
objects; < 0.5 indicates more exploration of the static objects; > 0.5 indicates more exploration of the displaced 
object. 
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One week after, same mice underwent the same task again, with different objects, its position 

counterbalanced and injecting saline (0’9 %) instead of CNO (Figure 5.14B, up). So the same 

animals are controls of themselves, as with saline PVbc remain unmodulated. This time all the 

groups learn normally, as reflected by the increased exploration time in the new object 

location when tested 24 h after the encoding [F1,35 = 29.28, p < 0.0001, ηp
2 = 0.31, 1-β = 1], 

Sham group [t35 = 2.88, p = 0.019], PV-Inhibition group [t35 = 2.81, p = 0.023], and PV-Activation 

group [t35 = 3.64, p = 0.0026], without differences between groups [F2,35 = 1.05, p = 0.35] 

(Figure 5.14B, bottom). 

 

5.3.2.- Hilar PVbc modulation during consolidation.  

Then we modulate PVbc activity during the consolidation phase of the learning. To do so we 

repeated the NLO task, with other animals from the same strain, and under same conditions. 

This time we injected CNO 10’ minutes after animals were taken out from the familiarization 

phase of the learning (after they first encountered objects and its locations, so after the 

animals encode normally) (Figure 5.15A, up). Injections were done by another trained 

researcher and in other room, to avoid fear generalization to the test room and apparatus. As 

CNO takes around 20 minutes to make its effect, injecting CNO 10 minutes after allow us to 

modulate hilar PV interneurons activity from 30 minutes to several hours after the animals had 

explored the objects, even if the animal sleep; during the consolidation phase. 

A first analysis of object exploration during the familiarization phase shows that all the animals 

explore equally both object (corresponding to the encoding of the objects’ information and its 

location in space) [F2,39 = 2.24, p = 0.13], so we discard bias in exploration from basal 

conditions. 24 h after the encoding, and having been modulated the PVbc activity during the 

consolidation, all the groups explore significantly more the displaced object [F1,39 = 60.23, p < 

0.0001, ηp
2 = 0.38, 1-β = 1], Sham group [t39 = 4.49, p = 0.0002], PV-Inhibition group [t39 = 5.14, 

p < 0.0001] and PV-Activation group [t39 = 3.95, p = 0.001]. Without differences between 

groups [F2,39 = 1.44, p = 0.25] (Figure 5.15A, bottom). 
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Figure 5.15. Mice exploratory behaviour during Novel Location of the Object task modulating consolidation and 
retrieval. A) Schematic representation of the temporal procedure for modulating PVbc during the consolidation of 
new spatial information (up) and quantification of mice’s exploration index (time spent exploring displaced 
object/total exploratory time). B) Schematic representation of the temporal procedure for modulating PVbc during 
retrieval of previously encoded spatial information (up), and quantification of mice’s exploratory index behaviour. 
Fam (familiarization session, related to the encoding) bar (in black) represents data from all the groups for simplicity 
(no differences between them). * indicates comparison within groups, * < 0.05, *** < 0.001, **** < 0.0001. 0.5 of 
exploratory index indicates equal exploration between objects; < 0.5 indicates more exploration of the static 
objects; > 0.5 indicates more exploration of the displaced object. 

 

5.3.3.- Hilar PVbc modulation during retrieval.  

Finally, we repeated the NLO task, under the same conditions than previous experiments, but 

allowing the animal to encode and to consolidate normally, and then injecting CNO 90 minutes 

before the animal entered in the arena to carry out the test phase. That way we modulated 

PVbc activity during the retrieval of previously encoded information of objects and its location 

(Figure 5.15B, up).  

Again, animals explore equally both objects during the first encounter (familiarization phase) 

[F2,38 = 0.89, p = 0.88], which allows us to discard bias from basal conditions and to group 

familiarization data in Figure 5.15B, in spite the statistical analysis in each group is paired; each 

group is compared with respect themselves in both sessions. Statistical analysis between 

familiarization and test sessions probed that all the groups explore more, and equally, the 

displaced object when tested 24h after the encoding [F1,38 = 38.16, p < 0.0001, ηp
2 = 0.33, 1-β = 

1]; Sham group [t38 = 4.27, p = 0.0004], PV-Inhibition group [t38 = 3.95, p = 0.001] and PV-

Activation group [t38 = 2.51, p = 0.04]. No differences between groups were found [F2,38 = 1.03, 

p = 0.36]. All the groups learn, and were able to retrieve correctly the previously encoded 

information, discarding PVbc evident involvement during the retrieval.  
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5.3.4.- Control parameters and anxiety.  

Control parameters were evaluated by looking at 1) the movement (distance travelled) in 

centre vs periphery of the NOL arena, as indirect measure of the anxiety (thigmotaxis) and 

general locomotion during habituation sessions, with and without CNO during familiarization, 

and during Test 24h trials (Figure 5.16A); and 2) the animal’s behaviour in the Elevated Plus 

Maze (EPM) after injecting CNO (Figure 5.16B), by evaluating the time spent in its open arms vs 

time in the closed arms, distance travelled, resting time in each arm and number of entries. 

EPM classically evaluate anxiety273,274. These data allow us to discard anxiety or locomotion 

general effects on our results, especially when animals are exploring new environments. 

Control parameters were extracted by Elena Pérez Montoyo using the script developed by her. 

Control parameters in NLO task show no differences between groups (Figure 5.16A). 

Movement between groups, either in the centre as in the periphery, presents one statistically 

significant difference during the habituation 1 session [F2,68 = 3.29, p = 0.043, ηp
2 = 0.08, 1-β = 

0.41], between Sham groups animals and PV-Activation group [t68 = 3.52, p = 0.04] for 

periphery distance travelled, but its low partial eta square and 1-β values make us reject the 

alternative hypothesis in this case, accepting the null one; so, considering no differences 

between groups. Animals move equally in habituation 2 session [F2,68 = 1.04, p = 0.97], during 

familiarization phase when injecting CNO [F2,68 = 2.68, p = 0.07], and 24 h later, during the test 

session [F2,68 = 0.19, p = 0.82]. They move also equally when, instead of CNO, we inject saline 

during familiarization session [F2,68 = 0.19, p = 0.82] and during the test 24 h after saline 

injection [F2,68 = 1.79, p = 0.17] (Figure 5.16A). 

EPM results reveal no differences in time spent in open/closed arms between groups [F2,114 = 

0.0003, p > 0.999], nor in the distance travelled, in any arm [F2,114 = 0.004, p = 0.995], nor in the 

resting time [F2,114 = 0.052, p = 0.94] and nor in the entries in different zones [F2,114 = 0.1, p = 

0.89] (Figure 5.16B).  

The lack of differences in animals’ control parameters, either in NLO locomotor behaviour as in 

the EPM, indicates that the CNO, and therefore the hilar PV-interneurons modulation, does 

not affect locomotive behaviour and anxiety. Especially noteworthy is to discard anxiety, due 

its high impact on memory and spontaneous behaviour, and because it has been related to 

ventral hippocampus function (reviewed in Bannerman et al. 2004292). 
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Figure 5.16. Locomotion and anxiety parameters when modulating hilar PV interneurons. A) Mice locomotion in 
the NLO task in the centre vs periphery of the arena (left, up), analyzed with a custom-made script by Elena Pérez 
Montoyo (left, bottom). The analysis shows no differences between Sham (n=13) PV-Inhibition (n=12) and PV-
Activation group (n=12) in any session, whether we modulate hilar PV interneurons (CNO injection) or not (saline 
injection). # Indicates p = 0.04, but its low ηp

2 (0.08) and 1-β (0.41) make it not trustable. B) Control parameters in 
the EPM (left, up) for evaluating anxiety under hilar PV interneuron modulation. No differences were found 
between groups in the tracking (left, bottom) regarding the time spent, distance travelled, resting time, nor in 
entries in open vs closed arms or the centre of the arena. Sham (n=14), PV-Inhibition (n=11), PV-Activation (n=13). 
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Behavioural data collation.  

Behavioural data probe that CNO injection, and therefore the hilar PV interneuron modulation, 

does not change control parameters as locomotion, exploratory behaviour, thigmotaxis and 

anxiety.  

Regarding contextual learning; modulating hilar PV-Interneurons during the encoding of new 

spatial information modifies memory coding. When injecting CNO before the encoding, Sham 

animals explore more the new object's location when tested 24h after, indicating that the 

animals learn normally; PV-Inhibition group animals explore even more the new object's 

location than Sham ones; while PV-Activation groups animals explore the displaced object and 

the static one equally. The interpretation is that the hilar PV inhibition, by increasing 

information transmission in the hippocampus and associated structures, improves spatial 

learning by facilitating the encoding of new information. Accordingly, activation of PV cells 

prevents memory formation. As a control, the same group of animals learned normally and 

homogeneously across groups when injecting saline instead of CNO. Hilar PV-interneurons 

modulation during consolidation or retrieval of previously encoded spatial information in the 

NLO task cause no detectable effects on spatial learning, suggesting that these interneurons, 

and their role in regulating functional connectivity, are not required during the consolidation 

or retrieval of acquired information. 
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5.4.- Granule cell cFos expression during NLO task with PVbc modulation. 

We have shown that decreasing the inhibitory tone of PV cells in the dentate gyrus increases 

the excitability of granule cells, facilitates its firing promoting communication in the 

hippocampus and enhancing the functional coupling in a network of brain structures necessary 

for memory formation. We have further shown that PV cell inhibition potentiates memory 

encoding, and its activation prevents memory formation, even though dentate gyrus synapses 

are functionally intact.  

An intriguing question is why the resting inhibitory tone in the dentate gyrus is suboptimal for 

memory encoding, as our results appear to suggest. Lower inhibitory control of PV 

interneurons over granule cells firing would render dentate gyrus-dependent learnings more 

efficiently. One possibility is that the PV-cell population keep the engram of recruited GCs on 

its optimal size to convey the necessary information for CA3 to encode the memory while 

assuring that different contexts activate non-overlapping GC engrams. So, preserving pattern 

separation. Therefore, by inhibiting PV-cells, we may increase the size of the granule cells 

engram, and so the precision and detail of the encoded context, and therefore facilitating its 

retrieval during the testing phase, but compromising at the same time the separability of 

similar context. This hypothesis predicts that the engram size, measured as the number of 

cFos+ granule cells in the dentate gyrus, should be increased by PV cell inhibition, and 

decreased by its activation. Therefore, we did the cFos experiments described in material and 

methods section 3.2 to test this prediction. 

 

5.4.1.- Exploration in NLO task induces cFos expression.  

First, we confirmed that our NLO protocol produces a detectable level of cFos expression in the 

dentate gyrus and the hippocampus, by comparing cFos labelling in Sham animals (that 

received CNO injection and did the NLO task) with home-cage littermates (that received CNO 

injection but did not the NLO task) (Figure 5.17A).  

Statistical t-test comparison probes that animals that underwent NLO task increases the cFos 

expression in hippocampus compared with those that received CNO, but remain in their home-

cage [t9 = 3.68, p = 0.005, r2 = 0.6, 1-β = 0.98] (Figure 5.17B). 
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Figure 5.17. cFos expression after spatial encoding in the NLO task. A) Schematic representation of the 
experimental differences between Sham and home-cage groups. The first one underwent the task while latter one 
did not. B) Bars diagram representing quantitatively the averaged by group cFos expression in hippocampus. ** 
indicates p = 0.005. 

 

5.4.2.- Granule cells engram’s size remains equal  when modulating hilar 

PV cells.  

We next investigated whether the total number of cfos+ cells in the dentate gyrus and 

hippocampus changes under PV-cell activity modulation. Normality test for cFos+ granule cells 

labelled in dentate gyrus failed in PV-Inhibition and PV-Activation group data (Shapiro-Wilk 

test; [W6 = 0.77, p = 0.02] for PV-Inhibition, and [W5 = 0.71, p = 0.01] for PV-Activation group) 

and the analysis of its kurtosis evidenced a leptokurtic distribution (kurtosis = 3.85 and 4.54 

respectively). So that we used a Kruskall-Wallis test instead the ANOVA when comparing cFos+ 

labelled cells in dentate gyrus. Normality, and rest of the control parameters, in CA3 and CA1 

cFos+ data passed the tests and so were analysed with one-way ANOVA. 

As before (Figure 5.17), exposure of the animals to the NOL task is sufficient to induce cFos 

expression (Figure 5.18A-C). But, importantly and unexpectedly, the number of GCs recruited 

in the memory engram remain equal in all the groups in dentate gyrus [H2,17 = 0.94, p = 0.62], 

in CA3 [F2,17 = 0.12, p = 0.88] and in CA1 [F2,17 = 1.22, p = 0.32]. Those data were analysed in 

blind conditions by two different experimenters, and later on, confirmed by counting cFos+ 

cells automatically. In addition, it was replicated, independently, by an ongoing work in the lab 

(data not shown). 
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5.4.3.- Labelling intensity is higher in PV-Inhibition group in DG, but not in 

CA3. 

We also exteracted information about the intensity of the labelling with Imaris software®. The 

preliminar analysis revealed that all the groups failed in normality test for dentate gyrus data 

(Sham [W49 = 0.94, p = 0.017], PV-Inhibition group [W65 = 0.93, p = 0.0017] and PV-Activation 

group [W93 = 0.94, p = 0.0004]), and the two experimental groups failed normality test for CA3 

data (PV-Inhibition group [W103 = 0.95, p = 0.0013], PV-Activation group [W105 = 0.96, p = 

0.0068]). Because of that we applied a non-parametric Kruskall-Wallis test. 

Comparisons between groups probed that the intensity of the labelling changes in dentate 

gyrus [H2,208 = 26.57, p < 0.0001] but not in CA3 [H2,292 = 3.98, p = 0.13], although the number of 

cells labelled does not when modulating the activity of PV interneurons (previous section). 

Multiple comparisons revealed that cFos intensity labelling increases in dentate gyrus only in 

PV-Inhibition group (PV-Inhibition vs Sham, p = 0.01; PV-Inhibition vs PV-Activation, p < 0.0001; 

Sham vs PV-Activation, p = 0.31) (Figure 5.18D). It was also replicated by an ongoing work in 

the lab (data not included). 
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Figure 5.18. cFos expression after spatial encoding in the NLO task when modulating hilar PV interneurons. A) 
Schematic representation of the experimental procedure. B) Confocal micro-pictures showing the dentate gyrus 
(DG), CA3 and CA1 region from where cFos positive cells were counted. Micro-pictures taken by Raquel García 
Hernández. C) cFos counting bars diagrams of labelled granule (DG) or pyramidal cells (CA3 and CA1) averaged by 
animal and then by group. D) Bars diagram representing quantifications of the labelling intensity of the neurons 
from two randomize animals per group, each neurons is considered as an individual for the total n (dentate gyrus: 
Sham, n = 51, PV-Inhibition group, n = 67, PV-Activation group, n = 96; CA3: Sham n = 85, PV-Inhibition group, n = 
104, PV-Activation group, n = 106). * indicates p < 0.05, *** indicates p < 0.001.  
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5.5.- SETAmaze. Spatial Evaluation Task for investigating pattern separation  

The cFos results presented in the previous section indicate that PV cell activity does not affect 

the engram size in the dentate gyrus and hippocampus, at least in our experimental 

conditions. Following our argument in the previous section, pattern separation in these 

conditions should not be affected either. We wanted to evaluate pattern separation upon 

inhibition or activation of PV interneurons. After a search in the databases, we did not find a 

behavioural test already established and that we consider good enough for our objectives. So 

that, we decided to develop a new behavioural task. The task and SETAmaze apparatus are 

described in material and methods section 3.3. 

 

5.5.1.- Control experiments results.  

Pattern separation task. 

Before the studies with PV cell manipulation, we did a series of experiments to establish the 

optimal distance at which objects may be gradually moved to calibrate the difficulty of the task 

(established in 5 cm steps) and to refine the protocol for proper experiments (data not shown). 

Once optimized, we let control animals to encode a specific position of the objects in the arena 

and sequentially moved one of the objects, in intervals of 5 min per trial, to evaluate the 

distance at which animals realize the movement, as evidence of pattern separation. The target 

was to set the specific distance at which control mice realize this change in the environment 

when carrying out a short-term memory task involving pattern separation. For half of the 

animals, the movement of the object was done from the centre to the corner of the arena, and 

vice versa for the other half. 

Comparisons between both movements reveal no differences in any position of the objects 

regarding the total time that animals spend exploring both objects (Figure 5.19A) [F1,15 = 0.04, 

p = 0.94]. The ratio of exploration (exploration index: time exploring displaced object / total 

time exploring both), along the distinct positions, reveal that the animals explore both objects 

equally, until the displaced object is separated 15 cm from the original position, whether the 

movement is from corner-to-centre or from centre-to-corner [F4,60 = 18.67, p < 0.0001, ηp
2 = 

0.32, 1-β = 1] (corner-to-centre: starting point vs 5cm position [t60 = 0.64, p = 0.99], 5 cm vs 10 

cm [t60 = 0.65, p = 0.99], 10 cm vs 15 cm [t60 = 5.8, p = 0.001], 15 cm vs 20 cm [t60 = 3.32, p = 

0.14]; centre-to-corner: starting point vs 5cm position [t60 = 0.01, p > 0.99], 5 cm vs 10 cm [t60 = 

0.98, p = 0.95], 10 cm vs 15 cm [t60 = 5.23, p = 0.004], 15 cm vs 20 cm [t60 = 0.48, p = 0.99]) 

(Figure 5.19B-C). Animals realize the object’s movement at 15 cm from original position 

without statistical differences between groups [F1,15 = 0.56, p = 0.46] (Figure 5.19D). 
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Figure 5.19. SETAmaze pilot studies results; short-term memory pattern separation task. A) Graphical 
quantification of total time that mice spend exploring both objects during the SETAmaze task, by each position, 
whether the object’s movement is from corner-to-centre or centre-to-corner. B-C) Graphical quantifications of 
exploration index (time mice spend exploring displaced object divided by total time exploring both), comparing 
performance on each displacement. D) Same than in B and C, but comparing performance between groups. No 
statistical differences between groups; all of them realize the object’s displacement at 15 cm from starting position. 
Arrow indicates the point at which animals realize the movement. ** indicates p < 0.005. 

 

Long-short term memory interactions in pattern separation task. 

Then we compared animal’s performance between previously described pilot data (centre-to-

corner) with Sham group from the experimental animals. The main difference between both is 

that pilot animals carried out the task in the same session (purely short-term memory), while 

Sham animals encoded the object's starting position 90 min after CNO injection, and perform 

the rest of the trials 24 h later (Figure 5.20A). Two options were possible: 1) If Sham animals 

use only short-term memory to do the task, —for instance, if they don't remember the object's 

starting position (encoded 24 h before), or the task does not require to evoke that memory— 

then animals would realize the object's movement when it is displaced 15 cm from the initial 

place in the rest of the trials (so, 20 cm away from starting position), or 2) if Sham animals 

realize object's movement exactly at the same distance than pilot ones (previously set in 15 

cm), it necessarily means that they are comparing the new contextual information (related to 

sequential object's movements) with the object's position previously encoded 24 h before 

(long-short memory interactions). 

Between groups comparison of the total exploration time revealed no differences in general 

[F1,20 = 1.67, p = 0.21], when taking into account the linear temporal dynamic of the data across 

the trials. But if we compare between groups only the first movement of the object (5 cm), 

Sham animals explore a bit less than control ones in pilot studies [t100 = 2.98, p = 0.017] (Figure 

5.20B). 5 cm is the first Sham animal’s encounter with the object after the 24 h between 

sessions; it may reflect a loss of saliency or decreased motivation (because they already know 

the task). Nevertheless, whether we consider the differences in total exploration time at 5 cm 



114 

 

or not (which could be secondary to our research target regarding pattern separation), Sham 

animals realize the object movement also at 15 cm of displacement from starting point [F4,80 = 

26.19, p < 0.0001, ηp
2 = 0.44, 1-β = 1]. They spend equal time exploring both object at the 

starting point vs 5 cm [t80 = 1.104, p = 0.93], at 5 cm vs 10 cm [t80 = 1.09, p = 0.93], but spend 

more time exploring the new location when the object is displaced, as in previous pilot studies, 

15 cm [t80 = 5.47, p = 0.002]; without differences when comparing 15 and 20 cm [t80 = 1.94, p = 

0.64] (Figure 5.20C). Sham group and previous pilot data present the same progression (Figure 

5.20D), without differences between groups at any point [F1,20 = 1.79, p = 0.2]. It reveals that 

all the animals realize the object displacement at 15 cm from the starting position, whether it 

was encoded 24 h ago, or 5 minutes ago, confirming the previously explained option 2, and 

allowing us to compare long and short-term memory interactions involving a pattern 

separation task. 

 

 

Figure 5.20. Long-short term memory interaction results in the SETAmaze. A) Schematic representation of mice’s 
protocol compared. B) Graphical quantification of total time that mice spent exploring both objects during the 
SETAmaze task. C) Graphical quantifications of exploration index (time mice spend exploring displaced object 
divided by total time exploring both), comparing performance on each displacement. D) Same than in C, but 
comparing performance between groups. No statistical differences between groups; all of them realize the object’s 
displacement at 15 cm from starting position. Arrow indicates the point at which animals realize the movement. * 
indicates p < 0.05, ** indicates p < 0.005. No connecting line between start and 5 cm position data in Sham group 
indicates 24 h of delay. 

 

5.5.2.- Hilar PV interneurons modulation does not compromise pattern 

separation. 

In previous data we confirmed that Sham control animals realize the environmental changes at 

the same point (15 cm from starting position) than pilot ones, even if the first ones encoded 

the starting position of the object 24 h before the test. Now we compare between 

experimental animals, in which we modulate hilar PV interneurons (both by activation and by 

inhibition), and Sham ones (Figure 5.21A); all of them with 24 h of delay between encoding 

modulation and short-term pattern separation test. Total exploratory time, in absolute terms, 
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does not change between groups [F2,35 = 1.18, p = 0.31] in any temporal point (Figure 5.21B). 

However, the amount of time that animals spend in each object does vary between groups 

[F2,34 = 3.66, p = 0.03, ηp
2 = 0.1, 1-β = 0.99] (Figure 5.21C); exploration ratio between objects 

shows that all the groups explore the objects equally in the starting position, at 5 cm and at 10 

cm (starting point: Sham vs PV-Inhibition [t170 = 0.16, p = 0.99], Sham vs PV-Activation [t170 = 

0.82, p = 0.83], PV-Inhibition vs PV-Activation [t170 = 0.62, p = 0.89]; 5 cm: Sham vs PV-

Inhibition [t170 = 0.56, p = 0.91], Sham vs PV-Activation [t170 = 1.82, p = 0.4], PV-Inhibition vs PV-

Activation [t170 = 1.18, p = 0.68]; and 10 cm: Sham vs PV-Inhibition [t170 = 0.98, p = 0.76], Sham 

vs PV-Activation [t170 = 1.16, p = 0.68], PV-Inhibition vs PV-Activation [t170 = 2.09, p = 0.3]), but 

while Sham group and PV-Inhibition group explore more the displaced object when moved 15 

cm from initial position, PV-Activation group does not (Sham vs PV-Activation group [t170 = 

4.46, p = 0.005]; PV-Inhibition vs PV-Activation [t170 = 4.99, p = 0.0015]; Sham vs PV-Inhibition 

[t170 = 0.72, p = 0.86]), presenting no differences between groups at 20 cm of displacement 

(Sham vs PV-Inhibition [t170 = 0.92, p = 0.79], Sham vs PV-Activation [t170 = 0.62, p = 0.89], PV-

Inhibition vs PV-Activation [t170 = 1.52, p = 0.53]).  

PV-Activation group requires one object’s displacement more (until it reaches 20 cm from 

starting point) to realize the environmental changes, as evidenced by the repeated measures 

analysis [F4,136 = 44.25, p < 0.0001, ηp
2 = 0.36, 1-β = 1] Sham and PV-Inhibition groups recognize 

the changes in the displacement at 15 cm (Sham group: starting point vs 5 cm [t136 = 1.01, p = 

0.95], 5 cm vs 10 cm [t136 = 1, p = 0.95], 10 cm vs 15 cm [t136 = 5, p = 0.0049] and 15 cm vs 20 

cm [t136 = 1.77, p = 0.71]; PV-Inhibition group: starting point vs 5 cm [t136 = 0.49, p = 0.99], 5 cm 

vs 10 cm [t136 = 2.57, p = 0.36], 10 cm vs 15 cm [t136 = 4.33, p = 0.02] and 15 cm vs 20 cm [t136 = 

1.84, p = 0.68]) while PV-Activation groups does so at 20 cm (starting point vs 5 cm [t136 = 1, p = 

0.99], 5 cm vs 10 cm [t136 = 1.74, p = 0.73], 10 cm vs 15 cm [t136 = 1.34, p = 0.87] and 15 cm vs 

20 cm [t136 = 6.03, p = 0.0003]) (Figure 5.21D-F). 
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Figure 5.21. Mice performance in the SETAmaze when modulating hilar PV interneurons. A) Schematic 
representation of behavioural task and groups. B) Graphical quantification of total time that mice spent exploring 
both objects. C) Graphical quantifications of exploration index (time that the mice explore displaced object divided 
by total time exploring both). D-F) Same than in C, but comparing performance within groups (repeated measures in 
Sham group, D, PV-Inhibition group, E, and PV-Activation group, F. Coloured arrows indicate the point in which 
animals realize object’s movement. * indicates p < 0.05, ** indicates p < 0.005, *** indicates p < 0.001. No line 
between start and 5 cm position indicates 24 h of delay. 

 

Altogether, these data point that hilar PV inhibition does not compromise the pattern 

separation when comparing new entering spatial information with a previously encoded one, 

as mice performance in this group is equivalent to Sham mice. While the activation of hilar PV 

interneurons, again, seems to prevent the encoding of spatial information (when encoding the 

starting position), so that in the test trials (long-short term memory interaction in the pattern 

separation task) they require one more displacement to discriminate the object’s movement. 

The result is consistent with the finding of PV interneuron activation impairing memory 

encoding (section 5.3.1). However, the results obtained in the PV-Inhibition group in the 

SETAmaze bring an apparent contradiction. We show that this manipulation preserves pattern 

separation and, in good accordance, the number of cFos cells in the engram is also preserved, 

so that generalization of memory as a consequence of disinhibition in the system can be 

discarded. However, we have also shown that this manipulation increases memory encoding in 

the NLO task, but exploration of the displaced objects in the SETAmaze was undistinguishable 

between Sham and PV-inhibited animals. Our prediction would have been that, in the 

presence of intact pattern separation, facilitation of functional connectivity induced by PV-

inhibition should have improved memory formation and likely pattern separation in the 

SETAmaze too. We speculated that the small displacement of the object (5 cm) 24h after the 

first encoding session was too challenging for the animal to discriminate, and also that this 
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new and ambiguous short-term representation of the context could have interfered with the 

posterior sequence of object displacements, resulting in a delayed discrimination. So we 

repeated the SETAmaze task but now displacing the object 10 cm in the first movement 24h 

after the encoding phase. We used another different batch of PV-Inhibition group animals, 

with counterbalanced presentation of the objects and 1 week between experimental (CNO 

injection) and control (saline injection) experiments. Animals were controls of themselves. 

 

5.5.3.- Hilar PV interneurons inhibition improves long -short term spatial 

pattern separation. 

Statistical analysis within the same group, but comparing PV-Inhibition group animal’s 

performance with CNO injection vs Saline (Figure 5.22A), reveal no differences in absolute time 

exploring both objects [F1,14 = 1.16, p = 0.29] (Figure 5.22B), in any location. Nevertheless, 

repeated measures analysis shows different exploration ratio between the displaced object 

and the static one, along the positions [F3,42 = 16.07, p < 0.0001, ηp
2 = 0.35, 1-β = 0.99]. When 

inhibiting hilar PV interneurons, mice realize the object’s movement in the first displacement 

(start position vs 10 cm [t42 = 6.85, p < 0.0001], 10 cm vs 15 cm [t42 = 0.59, p = 0.97] and 15 cm 

vs 20 cm [t42 = 0.46, p = 0.98]) (Figure 5.22C). While same animals, receiving saline instead 

CNO, realize object’s displacement at the normal 15 cm, as in previous experiments (start 

position vs 10 cm [t42 = 0.28, p = 0.99], 10 cm vs 15 cm [t42 = 4.77, p = 0.0087] and 15 cm vs 20 

cm [t42 = 1.74, p = 0.61]) (Figure 5.22D). Comparisons between groups probe that inhibition of 

hilar PV interneurons makes the mice to improve the pattern separation when confronting 

new information with previously memorized (having enhanced its encoding) [F1,14 = 5.67, p = 

0.0023, ηp
2 = 0.21, 1-β = 0.94], helping them to recognize object’s movement at 10 cm, while if 

hilar PV-Interneurons are not inhibited the animals realize the movement at 15 cm of 

displacement (PV-Inhibition group vs CNO vs Saline: starting point [t56 = 0.77, p = 0.9], 10 cm 

[t56 = 3.52, p = 0.0034], 15 cm [t56 = 0.02, p > 0.99]vs 20 cm [t56 = 1.42, p = 0.5]) (Figure 5.22E). 
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Figure 5.22. Mice performance in the SETAmaze when inhibiting hilar PV interneurons. A) Scheme of the 
behavioural task. Same animals used for both experiments but injecting CNO or Saline. One week between 
experiments. B) Quantification of total time that mice spent exploring both objects. C) Quantifications of 
exploration index (time mice explore displaced object divided by total time exploring both) when inhibiting hilar 
PVbc for the encoding of the starting position. D) Same than in C but without PVbc inhibition. E) Same data than in C 
and D but for between groups comparisons. Coloured arrows indicate the point in which animals realize object’s 
movement. ** indicates p < 0.01, **** indicates p < 0.0001. No line between start and 10 cm position indicates 24h 
of delay. 

 

SETAmaze data collation.  

As collation of SETAmaze results, first, we can say that we have developed a successful new 

task to evaluate the pattern separation when it requires to compare information in a short-

term memory task (as realizing soft changes in the environment) with previously encoded 

spatial memories. We did so to answer the question about how our experimental manipulation 

over the hilar PV interneurons affect the pattern separation (dentate gyrus associated 

function), given the previous results prevented herein and motivated by the lack of proper 

tasks in the bibliography.  

Once tested the mice’s performance in pilot studies, we carried out the SETAmaze with 

experimental mice; modulating hilar PV interneurons. The activation of hilar PV interneurons 

precludes memory encoding (replicating previous data presented in section 5.3), while hilar PV 

interneuron inhibition enhances memory encoding (also replicating previous data), which 

leads to better discrimination of soft changes in the environment, improving the pattern 

separation function. 
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VI.- DISCUSSION.  
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Synaptic changes in the dendrites vs inhibitory modulation. 

By far, the largest amount of work in the physiology of memory has focused on the study of 

synaptic plasticity in excitatory synapses. However, compelling evidence has also accumulated 

indicating that other cell types and neurotransmitters, notably inhibition, as well as different 

mechanisms, such as cell excitability changes, are also fundamental in this process. Even from 

the very beginning of the LTP studies (and maybe neglected), Bliss and Lomo (1973) declared 

that the potentiation observed in the PS couldn’t be explained wholly in terms of potentiation 

of the EPSP on excitatory synapses exclusively. Something more needs to be involved on that. 

In that sense, LTP induction causes both, a well-known increase in the transmission between 

excitatory synapses, but also a transitory decrease of the inhibitory tone290,293. Understanding 

how inhibition is tuned, and what are its functional implications, could be as critical as the 

study of the excitatory dendritic changes related to memory. Altering the inhibitory/excitatory 

ratio may modify dynamically the way in which activity propagates between nodes in the brain 

network, and for that, interneurons could be more efficient than having different plastic 

machinery on each dendrite.  

In this work, pharmacogenetic manipulation on hilar PV cells modulates the perisomatic 

inhibition on the granule cells, while preserves the synaptic functionality. It is maybe not 

surprising, given the PVbc anatomical connectivity, but has significant theoretical implications 

for the conclusions presented herein, mainly related to the behavioural and cFos experiment 

data. It also implies that our experimental approach differentiates the study of the inhibitory 

regulation in the dentate gyrus, from the more common study of excitatory synaptic 

plastic110,111. 

Regarding inhibition and how our manipulation may be reflected in the circuit, at least two 

explanations are possible:  

1) The local inhibitory activity (dominating the gamma activity, and related to PVbc162,250) over-

imposes some temporal windows in which, in the theta rhythm (related with inputs integration 

in dentate gyrus and hippocampus159,161), the excitatory neurons may spike. It has been called 

the theta-gamma coupling and is thought to underlie neuronal synchronization164,165. By 

reducing the inhibitory tone in our experiments, the temporal precision of this mechanism is 

expected to decrease, compromising synchronic firing. As we did not find any performance 

deficiency in the animals when reducing the perisomatic inhibition in the dentate gyrus, by 

contrary, we find enhanced memory formation, we suggest that synchronization though a 

theta-gamma mechanism could be more relevant in other brain areas, but not the dentate 

gyrus, or at least not the major physiological function controlled by PV interneurons in this 

brain structure. After all, the dentate gyrus has a peculiar design; it presents 

neurogenesis151,152, low level of auto-associative recursivity in its connections —acting mainly 

as a transmitter filter for inputs orthogonalization139— and specially high levels of hyper-

polarization140.  

2) The local inhibitory activity also may act as a filter for stimuli selection294,295. Pioneering 

work in sensory systems (for a review see Letzkus et al., 2015294) showed that the interplay 

between incoming excitatory inputs to the neocortex and the local inhibition recruited in feed-

forward and feed-back circuits, sets a threshold for input specificity, so that only sufficiently 

strong inputs pass the inhibitory control and exert an effective postsynaptic activation that 

propagates in the system296. Accordingly, a high inhibitory tone (as shown in the dentate gyrus) 

that is tuned by the input activity (feedforward inhibition) may act as a filter to select salient 
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inputs dynamically (dynamic-range filter295). In this context, PV interneurons have been 

proposed as a critical element of the visual circuits adjusting the input-output 

relationships297,298.  

Explanations 1 and 2 may not be exclusive, but complementary. Also, their relevance may 

differ depending on particular local circuits in the brain (for instance, CA1 connectivity may 

require more coordination in time, so that the inhibitory reduction might impair its 

functioning). Our data in the dentate gyrus fit with the explanation 2 about how inhibition may 

tune activity propagation in this circuit. The high input selectivity, together with its highly 

reliable synaptic contacts onto CA3 pyramidal neurons, may assure efficient information 

transfer in the network. 

Overall, by modulating PV perisomatic inhibitory tone in the dentate gyrus, we may tune 

inputs selectivity and so increasing or preventing memory encoding. 

 

Inhibitory control over cell firing. The importance of the communication. 

In the dentate gyrus, we regulate granule cells spiking by tuning hilar PV interneurons activity, 

not affecting the dentate gyrus EPSP in any group. When activating them, granule cells 

population spike decreases. This effect has a moderate magnitude, likely reflecting high 

inhibitory tone in the dentate gyrus at rest. Accordingly, when inhibiting hilar PV interneurons, 

granule cells population spike drastically increases. Changes in granule cell firing will affect the 

next rele in the circuit, the CA3 region. Thus, increased activity after PV inhibition is expected 

to arrive, as it does, to the CA1 region. However, the population spike in CA1 was enhanced 

above any expected prediction (Fig. 5.8) involving exclusively the facilitated trysinaptic 

propagation. It is evident because, for instance, the PS response in CA1 was saturated with 

medium-low stimulation intensities applied in perforant patway, at which a comparable-in-

amplitude PS in dentate gyrus in control conditions (Sham group or pre-CNO) generated no 

response in CA1 PS. While the mechanism for this supralinear propagation is yet not known, 

we speculate that It could be achieved by a synergic increasing in the number of granule cells 

that fire in response to perforant path stimulation while inhibiting basket cells (sharper 

population spike), or by the coordination in time of inputs arriving to CA1 in the trisynaptic 

pathway, the disynaptic CA3-CA1 connexion and/or the monosynaptic temporoamonic 

pathway, because the dentate gyrus PS also advances about 0.5 ms upon PV inhibition. 

Although not surprisingly, it is interesting that dentate gyrus PS is faster when inhibiting hilar 

PV interneurons. It implies that activity propagation also arrives at CA3 and CA1 earlier so that 

it can be integrated closer in time with the direct entorhinal input to CA3 and the temporo-

ammonic input to CA1. In that sense, Puoille and Scanziani (2001)216 informed about the very 

narrow temporal window that hippocampal pyramidal cells have for inputs integration (less 

than 2 ms, but being especially evident at 1 ms). Its short delay is conditioned mainly by 

feedforward inhibitory local circuits, which are stronger perisomatically than dendritically. It 

allows the dendrites to sum incoming activity broader in time and enforces the soma to act as 

a precise temporal coincident detector. So that, coming back to our data, by decreasing 

perisomatic inhibition in dentate gyrus granule cells, we make them to spike faster, boosting 

the information flow and overtaking 0.5 ms in dentate gyrus to CA3 transmission. It may 

accelerate its transfer to CA1, making CA1 integration to be more effective, favouring 

hippocampus to communicate with other extra-hippocampal structures216,299. 
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The importance of the inter-nodal communication is enormous, of current interest for the 

theory, and underlies to almost all (if not all) cognitive functions in the brain. There exists a 

theoretical controversy about how a brain encodes new memories. On the one hand, some 

researches support that we have isolated feature neuronal detectors, emerging mainly from 

single neurons data, starting with Barlow, in 1954300. On the other hand, other researches 

support the idea that the brain works in a distributed way, interconnecting neurons that tune 

their activity to process situations by distributed cells assemblies, starting with Lorente de Nó 

(1934)83 and Donald Hebb (1949)15. These cell assemblies have nodes of particular relevance 

for a specific cognitive function, so that they may integrate easily feature detectors but not the 

other way around. For cell assembly supporters, the nodes of particular relevance for encoding 

memories are inferotemporal cortex, prefrontal cortex and hippocampus301. Our experimental 

manipulation, when inhibiting hilar PV interneurons, increase internodal communication 

between the hippocampus, other temporal structures and the prefrontal cortex. 

The information transmission from the hippocampus to those other nodes, especially with 

prefrontal cortex, is very important, as it has been related to other aspects of the mnemic 

process as consolidation302–304, as well as a linker of memory-related aspect with other 

cognitive functions as working memory305,306, emotional regulation307, attention308, decision 

making307 and many others (for a review; Sekeres et al, 2018309). Hilar PVbc inhibition, by 

boosting hippocampal processing, also increase long-range hippocampal connectivity with 

other medial temporal lobe structures and with subcortical regions as accumbens nucleus, 

amygdala and striatum. All of them have been somehow related to different features of the 

memory310–313. 

Very interestingly, our obtained fMRI evoked maps, after hilar PVbc inhibition, is very similar to 

the one obtained when inducing LTP in the dentate gyrus136. However, we are not inducing 

LTP; just tuning the perisomatic inhibition. Of particular interest is the BOLD response 

activation in the prefrontal cortex, matching with our electrophysiological data, and with the 

theoretically proposed node of especial relevance for memory processing in cell assemblies 

distributed networks301. Connectivity with prefrontal cortex would integrate hippocampal 

processed information with other high cognitive functions and would mediate in memory 

consolidation314,315, while hippocampus and particularly dentate gyrus are mainly involved in 

encoding. 

 

Hilar PV interneurons control memory encoding. 

Since Milner and Scoville informed about HM, medial temporal lobe structures, and especially 

hippocampus and dentate gyrus, are seen as crucial regions involved in the encoding of new 

memories. They are mainly related to the ability of encoding events and episodes that take 

place in a specific location51,53,62,81. This implication would be emphasized when the encoding is 

automatic —not necessary goal-directed— and referred to where, what and when events.  

NLO behavioural task was explicitly chosen to study the PVbc regulation of dentate gyrus 

function associated with memory and learning. This task is dentate gyrus dependent64 and 

allows automatic —not goal-directed— spatial memory testing. Also, our approach enables the 

experimental segregation for modulating hilar PVbc during the encoding, the consolidation or 

the retrieval.   
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When inhibiting hilar PVbc during the encoding, mice improve their performance, while its 

activation prevents memory encoding. However, all the animals perform normally when 

modulating hilar PVbc interneurons during consolidation or retrieval. Those results match with 

the theory in pointing the dentate gyrus as critical node for encoding new spatial memories 

and give one step more by implicating PVbc as critical regulators of its activity, while its 

implication during consolidation or retrieval is irrelevant, as they depend more from other 

regions once it has been encoded. At least our data point to a no implication of hilar PV 

interneurons on consolidation or retrieval of contextual memories. Probably the consolidation 

would require more the hippocampal-neocortical interactions49, so that the dentate gyrus 

inflexion over the already formed distributed circuits maybe be not enough to modulate them. 

In line with this, Marr's theoretical proposals98 also point that, once the auto-associative 

recurrent networks in CA3 are formed, dentate gyrus implication over them is not necessary 

(its participation would be previous). Our data agree with this interpretation, and dentate 

gyrus modulation, though perisomatic-inhibitory modulation seems not to have any effect on 

spatial memory consolidation in a dentate gyrus dependent task. 

On the other hand, memory retrieval drive comes directly from distributed networks in the 

neocortex316, where information arrives following two options: 1) after being processed first in 

dentate gyrus and hippocampus, and then transferred to more stable engrams in 

neocortex317,318. Or 2) processed in parallel in dentate gyrus and hippocampus, and in 

distributed neocortical networks, but the latter one needs to be boosted by hippocampal 

inputs56,319,320 to create stable memory traces. Therefore, both under option 1 or 2, our 

manipulation on the hilar PV interneurons during the retrieval was, according to the above 

theory, expected to be ineffective on performance since the primary drive comes directly from 

more stable, and already formed, engrams in distributed regions of the neocortex.  

We can modulate especially the encoding because hilar PV interneurons in the dentate gyrus 

are required for the initial processing of the incoming contextual information. Once the new 

sensory inputs enter in the system, they reach the entorhinal cortex and enter the dentate 

gyrus and hippocampus, and at that point, our experimental manipulation may boost (or 

impair) the propagation of that information in the trisynaptic circuit. After its encoding, for 

memory consolidation, hippocampus (CA3 and CA1 regions) needs to start a bidirectional 

communication in distributed networks with neocortical areas301. At this time, our modulation 

of the granule cells activity becomes again inefective, likely because it fails to modulate the 

already formed engrams98, as the primary drive may require directly neocortical engrams, 

without hippocampal formation implication316. 

With the work presented herein, we point to a specific population of interneurons as a critical 

regulator, at the level of the system, for a particular cognitive aspect of memory, as encoding. 

Also, importantly, the memory tuning was achieved without affecting the synapses in granule 

cells dendrites. Plastic changes in the synapses may promote transient changes in 

excitatory/inhibitory balance, tuning the coordinate activity in the system so that the 

internodal communication may vary136,137. The correct internodal functional connectivity is 

crucial for maintaining the rhythmicity in the brain and interneuronal integrity has been shown 

to be critical on this respect104. However, our data demonstrates that interneuron’s function 

might even be more diverse than commonly thought104, and regulation of long-range 

connectivity, by filtering or boosting information propagation in the network, appears as a 

strong mechanism to support the formation of memory engrams. Our data probe that by 
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modulating the perisomatic inhibitory tone directly in granule cells, letting the synapses intact, 

we may tune a specific memory process; the spatial memory encoding.   

 

Inhibition and engram size. 

How to explain the increased efficiency of the dentate gyrus granule cells to support spatial 

memory encoding when reducing its perisomatic inhibitory tone? One explanation is that the 

PVbc interneurons help in the recruitment of granule cells, so that its inhibition may increase 

the size of the engram (measured in the number of neurons activated to participate in one 

neural processing). This way increased number of neurons would convey the enhanced 

information to CA3, increasing the precision, but impairing non-overlapping granule cells 

engrams (the more neurons each engram requires, the more probable some of them may 

overlap), so compromising pattern separation. However, our results indicate that the number 

of neurons recruited remains equal whether we reduce hilar PV perisomatic inhibitory tone, or 

we increase it. At least the cFos labelling, that has been used extensively in the bibliography as 

neuronal activity marker321,322, stain equal number of neurons in the dentate gyrus, CA3 and 

CA1. Interestingly, the intensity of cFos labelling in the dentate gyrus, not in other areas, is 

higher when inhibiting hilar PVbc than in the rest of the groups. This experiment was repeated 

twice with identical results. 

Some data probe that synaptic variations in dentate gyrus granule cells —modulating hilar 

somatostatin interneurons instead of PVbc— change the number of cFos labelled granule 

cells323. Because of that, we argue that maybe synapses in the dendrites determine the specific 

neurons that would be activated for a particular engram; and the perisomatic inhibition 

determines the efficiency of the excitatory neuron firing and so its impact on their 

postsynaptic targets. Remarkably, we also find that the same disinhibition strongly enhances 

polysynaptic transmission. This way, the dendritic modulation, and so LTP, could control 

memory by selecting the engram members and controlling its size323, while perisomatic 

inhibition regulates the efficiency with which the cell assembly transmits the information in 

the network. 

Following this argument, the similar number of neurons labelled in dentate gyrus and 

hippocampus can be explained by the intact synaptic activity and plasticity found in all groups. 

Immediate-Early genes, as cFos, are calcium sensitives324. Depolarization of the dendrites may 

induce cFos expression whether or not it may be related to a correct neuronal activity at the 

level of the system. When activating hilar PVbc interneurons, the spatial memory encoding is 

prevented, although we obtained an equal number of neurons labelled against cFos. As 

dendrites of granule cells neurons are intact in this group, calcium may be mobilized inside 

them normally, only that the increased perisomatic inhibition make them fire with more 

difficulties, or not coordinated with the rest of the cell assembly. 

Mobilizing calcium depending on synaptic integration also explain why PV-Inhibition group 

present a similar number of neurons for the memory engram, as their synapses remain 

integral. However, the intensity of the labelling increases because, in addition to the 

synaptically driven transient of intracellular calcium, the same number of granule cells neurons 

are more active, and so internally they also may mobilize more calcium as a reflex of that 

increased activity325,326. It could be reflected in higher labelling for cFos immunostaining and 
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may lead to a higher efficiency of that particular cell assembly over the rest of the circuit in 

which they are embedded. 

Our data indicate that hilar PV interneurons are not regulating engram size in the dentate 

gyrus, but seems to be implicated in the efficiency of the connectivity in the cell assemblies 

created therein. So that, when inhibiting hilar PVbc, active granule cells may be better 

connected in the network, therefore boosting both, intra- and extra-hippocampal activity, but 

not requiring more neurons to do so. The combination of the equal number of neurons 

recruited and more efficient communication to the rest of the network would also explain why 

inhibiting hilar PV cells facilitates pattern separation. 

 

Hilar PV interneurons and pattern separation. 

Another important feature we addressed, related with the enhanced/prevented memory 

encoding, is the effect of our modulation over the pattern separation, another function 

associated to the dentate gyrus98,188,189. The pattern separation helps associative memory 

networks to discriminate between similar, although different, overlapping sensory inputs. 

Dentate gyrus was proposed as pattern separator98,193 by its anatomical and functional 

peculiarities, and its connectivity over CA3 —a region thought to be involved in pattern 

completion—. Nevertheless, other authors consider that the pattern separation function may 

emerge secondary to its encoding function (the better encoded it is, the more segregated from 

other memories it would be), or secondary to a “binding conjuncture” function for sensorial 

inputs200.  

Given our initial data proving the hilar PVbc regulation on memory encoding, mainly because 

the effect of its inhibition that leads to an enhanced memory encoding, our original hypothesis 

was that a better-encoded memory might cause a lack of ability to detect soft environmental 

changes. This is so because removing inhibition would recruit more neurons in the engram 

and, therefore, the level of engram overlapping would increase when the system is presented 

with two similar, although different, environments. In these conditions, a later reactivation of 

engrams during memory recall would more easily yield an ambiguous result. However, after 

cFos experiments showing that the enhanced encoding does not require more neurons 

recruited, but they are better connected in the circuit instead, it could mean that pattern 

separation function may also be potentiated when inhibiting hilar PV interneurons. 

However, the tasks previously used in the bibliography were thought to be used only in one 

trial188,327, not allowing to modulate one particular mnemic point in the task, and them testing 

its effect on the rest. The latter was a sine qua non condition for us. Our research interest 

required to modulate one particular spatial memory and then to confront it with similar and 

overlapping environments. To do so, we created the SETAmaze task to measure pattern 

separation ability (short-term task) when confronting new sensorial information with 

previously encoded one (long-term memory interactions). 

Data probes that Sham animals realize the movement when the object is displaced 15 cm from 

its initially encoded position. This distance fits with the bibliography when making a spatial 

task dentate gyrus dependent, as function of the difficulty. Dentate gyrus lesions impair object 

location recognition when objects displacement are difficult to realize, but they do not affect if 

the task is more straightforward. The limit for this difficulty-dependent modulation is 15 cm 
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between objects64. Inhibiting hilar PVbc does increases the pattern separation ability when the 

object is displaced 10 cm directly (instead of the 15 cm required in control conditions). While 

activating hilar PV interneurons make the animals to need one more position, until 20 cm of 

object's displacement, to realize object's movement. We interpret the PV-Activation group 

result as a replication of the prevention of the memory encoding. Therefore, as hilar PVbc 

activation prevent memory formation in the initial position of the object, mice did not encode 

the first object's place. Then, mice's first object's position is actually the first object's 

movement (5 cm), so that they realize the object's displacement 15 cm away (so, 20 cm from 

starting point). On the other hand, PV-Inhibition group data proving enhanced pattern 

separation ability are in agreement with the logic of our arguments. If hilar PV interneurons 

inhibition improves encoding for a particular spatial configuration, not requiring more cells 

recruited in the dentate gyrus, but making its connections more efficient, then, the memory 

trace encoded under PVbc inhibition should be more salient than others, facilitating its 

recognition as differential contextual patterns. 

Using this new task, the SETAmaze, we reproduce our initial results by which we enhance, or 

preclude, spatial memory encoding; giving reliability to these findings. We also probe that 

PVbc inhibition does not only preserve pattern separation, but also it increases short-term 

pattern separation, at least when confronting long-term facilitated memories with soft 

changes in the environment. These data also fit with the bibliography by pointing the high 

interrelationship between dentate gyrus, memory encoding and pattern separation whether it 

is as a function per se, or secondary to the encoding of spatial and sensorial 

information64,188,200. 

 

Inhibition and its importance. 

If decreasing inhibitory tone is good for memory encoding, why do we have the inhibition at 

that high levels? Why is the resting inhibitory tone in the dentate gyrus suboptimal for 

memory encoding? 

A parsimonious explanation could be that maybe the mice inhibitory tone is sufficient to do 

what mice do, despite decreased inhibitory tone could improve memory encoding. Perhaps it 

would not have real effects on mice’s normal life. I wonder what’s the difference between a 

standard encoding of, for instance, where the nourishment is in the environment and a better 

encoding of that location (both would lead to the same results; mice would remember that 

place). Maybe, as long as the location is well-enough encoded, it would be sufficiently 

optimized. In that sense, to have a better-than-normal spatial memory might not be that good 

for the mice. Especially when the lack of inhibition, and lawless excitability, is the basis for 

epilepsy. Probably if mice may encode good-enough spatial information, an optimal brain 

mechanism for the mice could be the farthest from epilepsy, the better. 

When the biological fitness of species relay on more complex cognitive functions, the scenario 

may change, and all possible strategies to enhance performance would unveil. In that sense, 

some articles probe that there are less number of GABAergic synapses on the cell bodies in 

primates than in rodents328, and also present smaller proportion of pyramidal-like basket cells 

in the dentate gyrus329. Hilar PV interneurons of primates also lack basal dendrites330,331, a very 

significant feature because it may reflect a hyper-specialization on feedforward inhibitory 

regulation of granule cells, a characteristic that based on our results may indicate an 
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optimization of the system towards more efficient communication. Interestingly, other types 

of interneurons do not present this specialization, such as dendrite-targeting interneurons, 

which are similar throughout the phylogenetic scale, from lizards, through rodents, up to 

primates and humans91. 

Maybe, if the circuit design in the dentate gyrus of the mice fulfils the requirements of 

whatever function is supported by this structure, optimization might not be required and a 

“good-enough” design might be stabilized along its evolution. In this line, maybe a decreased 

inhibition could be the reason by which an ape is considered to have improved cognitive 

abilities than a mouse. Perhaps the epilepsy is the price we need to pay to have a more 

efficient system, and the perisomatic inhibition could make the difference for higher cognitive 

functions, or at least for increasing efficiency in the neuronal system when environmental 

pressure pushes the organism to develop more complex behaviours.  

For sure, to understand how inhibition tunes the neuronal networks is, under my opinion, 

fundamental; per se, for experimental purposes, for understanding information processing in 

the brain, and, hopefully, for clinical purposes too. Many of the psychological/neurologic 

disorders are currently being related with dysregulation of the excitatory/inhibitory balance 

and alterations in one or more interneuron populations92. Mental illness, more evident in 

humans than in other species (at least from our anthropocentric point of view), could also be a 

secondary price paid by our brain, by sculping inhibitory circuits to developing our cognitive 

abilities we also developed an Achilles heel. In that sense, inhibition's study should be more 

than necessary.  

To have inhibition is essential for proper neuronal activity. It gives rhythmicity in the circuit 

and allows flexibility in a very efficient way332. This work focuses on the perisomatic inhibition 

on dentate gyrus as a mechanism to regulate information transmission in this central node for 

memory encoding. As always, the final goal is to understand how the brain works, on a 

broader and integrative view. The present thesis work pretended to gives one small step 

forward in this endeavour, and has provided compelling evidence to suggest that perisomatic 

inhibition may work as an efficient switch to route information in brain networks. In our 

experiments, the brain networks involved had to do with memory formation and, accordingly, 

the functional consequence of this routing was to regulate memory content. We believe, 

though, that this function of perisomatic enervating interneurons may extrapolate to other 

circuits in other brain regions. Hopefully, those data could be extrapolated to humans. 

At the end of the day, to understand the brain is to understand ourselves. 
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Conclusions. 

1.- Hilar PV interneurons control granule cells firing without affecting the synaptic excitatory 

postsynaptic potentials, nor synaptic plasticity as measured by LTP induction. 

2.- Hilar PV interneurons regulate the intra-hippocampal functional connectivity, most notably 

in the trisynaptic propagation from dentate gyrus to CA1. Inhibition of PV interneurons largely 

facilitates the firing of CA1 pyramidal neurons.  

3.- Polysynaptic propagation of activity from the dentate gyrus to extra-hippocampal regions is 

observed after PV interneuron inhibition. Afferent regions include the prefrontal cortex, dorsal 

and ventral (accumbens) striatum, amygdala, and other cortical areas in the medial temporal 

lobe, all known for their implication in different aspects of learning and memory. 

4.- The functional role of hilar PV interneurons on memory formation was measured in the 

NLO task demonstrating a bidirectional effect of their activity during encoding, such that 

inhibition of this cell type enhances memory encoding, while its activation precludes it. 

5.- Modulation of PV interneurons activity in the NLO task had no effect on memory 

consolidation nor retrieval. 

6.- Engram size during memory encoding in the NLO task, as measured by the number of 

positive cFos cells in the dentate gyrus and hippocampus, was not affected by activation or 

inhibition of hilar PV interneurons. 

7.- Memory enhancement after PV interneuron inhibition does not compromise pattern 

separation; even it is facilitated. 
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Conclusiones. 

1.- Las interneuronas PV del hilus controlan el disparo de las células granulares del giro 

dentado, sin afectar ni a los potenciales excitatorios post-sinápticos ni a la plasticidad sináptica 

en giro dentado, como se evidencia tras la inducción de LTP. 

2-. Las interneuronas PV del hilus regulan la conectividad hipocampal, especialmente la 

propagación trisináptica desde el giro dentado a CA1, facilitando el disparo de las neuronas 

piramidales en CA1. 

3.- La propagación de la actividad polisináptica desde giro dentado ha estructuras 

extrahipocampales se observa tras la inhibición de las interneurons PV del hilus. Las regiones 

en las que se observa dicha actividad propagada incluyen corteza prefrontal, striado dorsal y 

ventral (núcleo accumbens), amígdala y otras regiones corticales en el lóbulo temporal medial; 

todas ellas participan en diferentes aspectos del aprendizaje y la memoria. 

4.- El papel que las interneuronas PV del hilus tienen en la formación de memorias es 

bidireccional y específico sobre la codificación de la nueva información; su inhibición mejora la 

codificación de la memoria, mientras que su activación la impide. 

5.- La modulación de la actividad de las neuronas del hilus en la tarea de conducta del NLO no 

tuvo efecto ni sobre la consolidación ni sobre la recuperación de la memoria. 

6.- El tamaño del engrama, medido como número de células cFos positivas en giro dentado e 

hipocampo, no cambia ni al inhibir ni al activar a las neuronas PV del hilus. 

7.- La potenciación de la memoria tras la inhibición de las interneurons PV del hilus no dificulta 

la separación de patrones, incluso la facilita. 
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VIII.- ABBREVIATIONS. 
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AAV. Adenoassociated virus. 

AAV5. Adenoassociated virus, serotype 5.  

Ag. Silver. 

AMPA. α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid receptors. 

AP. Antero-Posterior. 

BOLD. Blood-Oxygenated Level Dependent signal. 

Ca2+. Calcium. 

CA1-4. Cornu Ammonis hippocampal region, 1-4. 

CCK. Cholecystokinin. 

Cl. Chlorine. 

CNO. Clozapine-N-Oxide. 

CSIC. Consejo Superior de Investigaciones Científicas. 

DG. Dentate gyrus. 

DiI. 1’1-dioctadecyl-3,3,3’,3’-tetramethylindocarbocyanine perchlorate. 

DREADDs. Designer Receptors Exclusively Activated by Designer Drugs. 

DV. Dorso-Ventral. 

EC. Entorhinal Cortex. 

EPM. Elevated Plus Maze. 

EPSCs. Excitatory Post-Synaptic Currents. 

EPSP. Excitatory Post-Synaptic Potential. 

fMRI. Functional Magnetic Resonance Imaging. 

GABA. Gamma-AminoButiric Acid. 

GAD. Glutamic acid decarboxylase. 

GC. Granule cell. 

Gl. Granule cell layer. 

GluR1-4. Glutamate receptor types 1-4. 

Hi. Hilus. 

HICAP cells. Hilar Commisural-Associational Pathway-related interneurons. 

HIPP cells. Hilar Perforant Path-associated cells. 

hM3D(Gq). Human Muscarinic receptor type 3 DREADD, related to Gq protein. 

hM4D(Gi). Human Muscarinic receptor type 4 DREADD, related to Gi protein. 
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Hpc. Hippocampus. 

hSyn. Human synuclein. 

IEGs. Immediate Early Genes. 

IPSCs. Inhibitory Post-Synaptic Currents. 

I.p. Intraperitoneal.  

K+. Potasium. 

LFPs. Local Field Potentials. 

LM. Latero-medial. 

LTD. Long-Term Depression. 

LTM. Long-Term Memory. 

LTP. Long-Term Potentiation. 

Mg2+. Magnesium. 

mGluR. Metabotropic Glutamate Receptor. 

ml. Molecular layer. 

NLO. Novel Location of the Object behavioural task. 

NMDA. N-Methyl-D-Aspartate receptors. 

PS. Population Spike. 

PS1. Population Spike evoked by the first pulse in pair pulses protocol. 

PS2. Population Spike evoked by the second pulse in pair pulses protocol. 

PFC. Prefrontal Cortex.  

PV. Parvalbumin. 

PVbc. Parvalbumin basket cells. 

ROI. Region of interest. 

SETAmaze. Spatial Evaluation Task maze.  

SPI. Tulving’s serial parallel independent framework. 

STM. Short Term Memory. 

SST. Somatostatin. 

VIP. Vasointestinal peptide. 
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ABSTRACT 

Since its discovery in the early 90s, BOLD signal-based functional Magnetic 
Resonance Imaging (fMRI) has become a fundamental technique for the 

study of brain activity in basic and clinical research. Functional MRI signals 
provide an indirect but robust and quantitative readout of brain activity 

through the tight coupling between cerebral blood flow and neuronal 
activation, the so-called neurovascular coupling. Combined with 
experimental techniques only available in animal models, such as 

intracerebral micro-stimulation, optogenetics or pharmacogenetics, provides 
a powerful framework to investigate the impact of specific circuit 

manipulations on overall brain dynamics. The purpose of this chapter is to 
provide a comprehensive protocol to measure brain activity using fMRI with 
intracerebral electric micro-stimulation in murine models. Preclinical 

research (especially in rodents) opens the door to very sophisticated and 
informative experiments, but at the same time imposes important 

constrains (i.e. anaesthetics, translatability, etc.), some of which will be 
addressed here.   

                                     

1. INTRODUCTION 

Neuroscience is currently one of the most challenging areas of biomedical 

research. The human brain and its function remain one of the last frontiers 
for modern science. Furthermore, there is a growing belief that its scientific 

understanding will have a profound effect on human progress, not only 
because of the improvement in treating neurologic and psychiatric 

https://doi.org/10.1007/978-1-4939-7531-0_8
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disorders, but also because of the impact that a deep understanding of the 

brain would have on fields ranging from education, interpersonal 
relationships, the prolongation of a full physical and intellectual life and also 

for the development of a neuro-inspired ICT society. In order to achieve this 
major goal, scientists need techniques that allow proper monitoring of brain 
function. Ideally, these techniques should satisfy the following criteria: 

a) Applicable in vivo to study the intact brain. 

b) To provide adequate temporal and spatial resolution. 

c) To reflect the electrical activity of neurons as close as possible. 

d) To be applicable in human and non-human animal models. 

Over the past few decades, multiple non-invasive in vivo imaging 
methodologies have been developed to study brain function, although none 
of them has been able to fulfil all of the above mentioned criteria. These 

attempts can be classified on the basis of their strategies for measuring 
brain activity: either directly assessing the electrical activity of the brain, or 

indirectly through surrogate measures as calcium transients, hemodynamic 
and/or metabolic changes associated to neuronal activity. Amongst the 
former we can include electroencephalography (EEG) and 

magnetoencephalography (MEG), which present excellent temporal 
resolution but have its particular Achilles’ heel in the spatial resolution. The 

second category includes, amongst others, Positron Emission Tomography 
(PET) and Magnetic Resonance Imaging (MRI). Functional PET applications 

relay in the use of radioactively-labelled compounds metabolically active 
(15-Oxygen, Fludeoxyglucose) whose measurement reports changes in 
blood flow, oxygen and/or glucose consumption, which are surrogates of 

neuronal activity. PET presents the highest sensitivity of all the 
aforementioned techniques, but the necessary use of radioactive 

compounds -with their short half-life and the relatively low spatial 
resolution- has hindered his widespread for neurological imaging purposes 
(see ref [1] for a review on neuroimaging techniques). 

Functional magnetic resonance imaging (fMRI) utilizes MRI technology to 
indirectly measure brain activity by detecting changes associated with it. 

The best-known form of fMRI uses the blood-oxygen-level dependent 
(BOLD) contrast [2]. It relies on the brain’s ability to locally modulate blood 

flow and volume to satisfy the increased energetic needs during neuronal 
activation. The relationship between increased local neural activity and 

changes in cerebral blood flow (CBF) is known as neurovascular coupling (or 
functional hyperemia). The correlation between BOLD signals and 
concomitantly recorded electrophysiological measures is well established 

[3,4], although the exact molecular mechanism remains unclear [5] and its 
homogeneity throughout brain regions debated [4]. Functional MRI allows 

imaging brain activations with a spatial resolution as low as a few hundreds 
of microns (limited by the low intrinsic sensitivity of MRI, the small expected 
changes in signal intensity and the point spread function; for a review see 

[6]) and with a temporal resolution of seconds or even shorter (limited by 
the nature of the hemodynamic response itself). 
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It is important to stress that BOLD signals do not measure neuronal activity, 

but changes in neuronal activity (see [6] for a deeper discussion on the 
fundamentals of BOLD). Nevertheless, these changes in neuronal activity 

can occur spontaneously whilst the subject is not involved in any specific 
task. In those conditions the changes are of small amplitude and are 
referred to as resting state activity. Alternatively, the change in activity can 

be boosted by introducing a specific paradigm that defines an expected low 
activity state (baseline) and a high activity state (activation) that are 

subsequently contrasted statistically. Common paradigms include the 
presentation of sensory stimuli, the introduction of a cognitive task, the 
administration of chemical substances, or the direct stimulation of the 

brain’s parenchyma. In animal models, the availability of a larger repertoire 
of neuronal stimulation strategies allows the precise control of the 

stimulation parameters and neuronal populations being targeted. These 
strategies include intracerebral direct electrical micro-stimulation and 
optogenetic or pharmacogenetic stimulation or inhibition of specific neuronal 

populations. These might overcome some of the limitations of sensory and 
task stimulation when the focus of the study is to unveil the precise 

neuronal circuits involved in a certain functional state. For instance, whilst 
activation of primary sensory structures is in some cases readily available 

by sensory stimulation, recruitment of other regions as some subcortical 
nuclei is more challenging. Also, the polysynaptic propagation of activity in 
intricate brain networks initiated by sensory stimuli or cognitive tasks 

makes it harder to investigate direct relationships or causality. Direct 
activation of a specific pathway or a neuronal population greatly eases such 

studies, allowing to study the consequences of precisely timed and 
accurately localized manipulation on the overall response of brain-wide 
networks. 

Highly sophisticated and rich experiments can be done in animal models by 

the combination of fMRI with electrophysiological, optogenetic and 
pharmacogenetic tools. However, the use of animals (especially small 
animals as rats and mice) imposes certain limitations that need to be 

considered carefully. Spatial resolution issues, due to the smaller size of 
rodent’s brains compared to primates, have been partially countervailed by 

the implementation of systems with ultrahigh magnetic fields and stronger 
radiofrequency gradients, yet still the obtained resolution is coarse for 
imaging certain subcortical structures. Therefore, partial volume effects 

need to be seriously considered. Also, the need for the absolute immobility 
of the subject during image acquisition has favored the used of anesthetized 

animals in most of the studies. Besides the obvious impact of anesthesia on 
neuronal activation, additional factors need to be considered in fMRI studies 
since anesthetics could directly impact on the hemodynamic response and 

the neurovascular coupling (discussed in detail in section 3.1)[7] amongst 
other neuronal activation features. Some alternatives to avoid anesthetics 

are present, e.g. habituation training protocols which allow to do fMRI 
experiments in non-anesthetized rodents [8,9] [1-3]. Although they are 
very appealing and pave the way to advance in rodent fMRI, the available 

protocols involve an initial period of severe stress during habituation to the 
MRI environment which could interfere with the particular scientific question 

at hand. Finally, further complications derived from the combination of fMRI 
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with other recording or stimulation techniques include the need for MRI-

compatible materials in all implants and devices required in the experiment.  

The present protocol describes, stepwise, how to perform a BOLD fMRI 
experiment with intracerebral electric micro-stimulation, which has allowed 
us to (1) perform precise and controlled activations of selected brain 

regions, (2) reproducibly acquire data within and between animals in rats 
and mice, (3) to investigate the frequency-dependence of activity 

propagation in brain networks and (4) to provide several insights into the 
synaptic plasticity control of long range connectivity. 

 

2. MATERIALS 

2.1. Carbon electrode preparation 

1. Theta-shaped glass capillary (World Precision Instruments, 
Florida, USA).  

2. Carbon fibres (Goodfellow Cambridge Limited, UK). 

3. Micropipette puller (e.g., Sutter Instrument, Novato, CA, USA). 

4. Bunsen burner. 

5. Standard forceps, straight (e.g., Fine Science Tools part no. 
11000-13; Foster City, CA, USA). 

6. London forceps, angled (e.g., Fine Science Tools part no. 

11080-02; Foster City, CA, USA). 

7. Epoxy resin (fast drying) (Araldite, Huntsman Advanced 
Materials GmbH, Switzerland). 

8. Silver conductive epoxy resin (RS Components, UK). 

 

2.2. Electrode implantation surgery 

1. Isoflurane (Braun Medical S.A., Barcelona, Spain). 

2. Urethane (Sigma-Aldrich, Missouri, USA). 

3. Bupivacaine (Braun Medical S.A., Barcelona, Spain). 

4. Stereotaxic frame (Narishige, Tokyo, Japan) and stereotaxic 
micromanipulator (SM-15, Narishige, Japan).  

5. Ophthalmic gel (Lipolac,Angelini Farmaceutica S.A., Barcelona, 

Spain). 

6. Heating pad with rectal thermal probe.  
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7. Surgical instruments: 

a) Small surgical scissors, straight (e.g., Fine Science Tools 

part no. 14084-08; Foster City, CA, USA). 

b) Standard forceps, straight (e.g., Fine Science Tools part 
no. 11000-13; Foster City, CA, USA). 

c) Dumont forceps, straight (e.g., Fine Science Tools part no 

11251-20; Foster City, CA, USA). 

d) Scalpel handle, straight (e.g., Fine Science Tools part no 

10004-13; Foster City, CA, USA). 

e) Non-sterile scalpel blade, curved, 22 (e.g., Fine Science 
Tools part no 10022-00; Foster City, CA, USA). 

f) Micro curette, straight (e.g., Fine Science Tools part no 

10081-10; Foster City, CA, USA). 

g) Micro drill trephine (e.g., Fine Science Tools part no 
18004-23; Foster City, CA, USA). 

8. Sterile saline solution and hydrogen peroxide. 

9. High-temperature Cautery kit (Bovie Medical Corporation, NY, 
USA). 

10. Cotton. 

11. Shaver (e.g., Remington, Ellwangen, Germany). 

12. Permanent marker (e.g., Staedtler, Germany). 

13. 20G and 25G needles (e.g., BD Microlance, Becton Dickinson, Madrid, 
Spain). 

14. Tissue adhesive (Vetbond, 3M Animal Care products, Minnesota, 
USA). 

15. Bone acrylic (Palacos, Heraeus Medical GmbH, Wehrheim, Germany). 

16. Super-Bond C&B dental acrylic (Sun Medical Co. Moriyama, Shiga, 
Japan). 

 

2.3. fMRI  

The additional materials listed here are required to produce electrical brain 

stimulation in the rat whilst it remains in the magnet and acquire and 
process imaging data. 

1. MRI magnet. We use a horizontal 7 Tesla scanner with a 30 cm 
diameter bore (Biospec 70/30v, Bruker Medical, Ettlingen, Germany). The 
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system has a 675 mT/m actively shielded gradient coil (Bruker, BGA 12-S) 

of 11.4 cm inner diameter. Data is acquired and pre-processed with a 
Hewlett-Packard console running Paravision 5.1 software (Bruker Medical 

GmbH, Ettlingen, Germany) operating on a Linux platform. 

2. MRI coil. It is not indispensable, but it highly convenient. The expected 

signal changes are in the range of 1-3% of the total signal intensity, thus it 
will critically contribute to achieve the highest possible signal to noise ratio 

(SNR). We employ a 1H rat brain receive-only phase array coil with 
integrated combiner and preamplifier, no tune/no match, in combination 
with the actively detuned transmit-only resonator (BrukerBioSpin MRI 

GmbH, Germany) 

3. Physiological monitoring and control system.  We use a MRI-
compatible temperature control unit (MultiSens Signal conditioner, OpSens, 
Quebec, Canada). Other physiological parameters as heart rate (optimal 

values, 300 ± 50 beats per minute), oxygen saturation (>95%) and 
breathing rate (90 ± 10 breaths per minute) are monitored (see note 1) 

throughout the session using an MRI-compatible sensor with foot clip 
(MouseOx, Starr Life Sciences, Oakmont, US). Physiological parameters can 
be used to feed the analysis of BOLD signals (used as nuisance factors) 

which might be especially important in resting state experiments.  

4. Heating system.  It is crucial to keep the animal’s temperature in the 
physiological range, and to maintain it stable (37±0.5 ºC) in order to 
preserve vascular reactivity in response to neuronal activation. We use a 

water blanket connected to a water bath (Thermo Scientific SAHARA Heated 
Bath Circulators S5P) controlled by a temperature regulatory system 

(Thermo Scientific STANDARD Series Thermostats SC150) (see note 2).  

In the above system, precise control of the animal’s temperature requires 

the constant attention of dedicated personnel to manually vary the 
temperature in the heating bath. In order to automate this process, a 

home-made and inexpensive closed loop regulation system has been 
developed to adjust water bath temperature to keep a constant body 
temperature in the animal (see details in note 3). 

                                                           
1 

  Alternatively, breathing rate can be monitoring alone using a simple custom designed 
piezoelectric device (sensitive to pressure) positioned in the chest of the animal.  

 
2 

  Water bath is non-MRI compatible, so this was positioned outside the 5 Gauss security area. 
The bath is connected to the water blanket through two 5 meters long silicon tubes.  

 
3 

  The automatic temperature control system is based on the Arduino microcontroller (Arduino 
MEGA 2560, Arduino S.r.l., Italy). To maintain the physiological temperature of the animal stable 
automatically, a PID (Proportional-Integral-Derivative) has been developed. The microcontroller obtains, 
through serial communication (using a RS232 Shield V2, LinkSprite Technologies, Inc., Longmont, CO), 
the temperature of the animal from the signal conditioner and it generates a control action that is 
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5. Pulse generator and current source (STG2004, Multichannel Systems, 

Reutlingen, Germany) for electric micro-stimulation. 

6. Digital Oscilloscope (TDS 2004B, Tektronix, Beaverton, United States) 
to check electrode functionality. 

7. Eye ointment (even if it is an acute procedure). 

8. MRI-compatible stereotaxic device with ear- and bite-bars. 

9. Agarose (0.5%) in saline. It is prepared and introduced in a 10 cc 

syringe. Can be storage in the fridge before its use (see note 4). 

10. Gradient Echo (GE)-Echo Planar Imaging (EPI) sequence providing 

adequate temporal and spatial resolution (see note 5 and 6). 

11. T2-weighted anatomical images. We use a Rapid Acquisition 

Relaxation Enhanced sequence (RARE) (see note 7). 

12. Image analysis software. There are some commercially available 
software tools for fMRI analysis. In our case, fMRI data are analysed 
offline using our own software developed in MatLab, which included 

Statistical Parametric Mapping package (SPM8, 
http://fil.ion.ucl.ac.uk/spm), Analysis of Functional NeuroImages 

(AFNI, http://afni.nimh.nih.gov/afni) and FSL Software (FMRIB 
http://fsl.fmrib.ox.ac.uk/fsl).  

                                                                                                                                                                          
transmitted to the thermostat (using a USB Host Shield V2.0 for Arduino) to control the temperature of 
the fluid pumped to the bed. This control system allows automatic temperature control, maintaining 
almost stable the temperature of the body of the animal being scanned. The technician can interact with 
the automatic temperature control system through a keypad and a display (LCD Keypad Shield for 
Arduino), being able to set the desired temperature for the animal. 

 
4 

  Agarose can be prepared in deuterated water, so it will be invisible for MRI. Nevertheless, 
based on our experience, there are no benefits in terms of fMRI maps acquisition.  

 
5 

  Sequence parameters for GE-EPI images: Field of View (FOV), 25 × 25 mm; slice thickness, 1 
mm; 15 slices; matrix, 96 × 96; segments, 1; Flip angle, 60°; Echo Time (TE), 15 ms; Repetition Time (TR), 
2000 ms and 4 dummy scans.  

 
6 

  Alternatively you could use a Spin Echo (SE) sequence with similar parameters. There is 
extensive literature reviewing the impact of the employed sequence methodology in the obtained fMRI 
results [6]. Briefly, SE is more specific to microvasculature changes but less sensitive whereas GE is more 
influenced by changes in macrovasculature but overall more sensitive. 

 
7 

  Sequence parameters for RARE images: FOV, 25 × 25 mm; slice thickness, 1 mm; 15 slices; 
matrix, 192 × 192; RARE factor, 8; Effective TE (TEeff), 56 ms; TR, 2000 ms. 

 

http://fsl.fmrib.ox.ac.uk/fsl
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3. METHODS 

All animal work should be carried out only upon review and approval of the 
methods by your institution’s Animal Care and Use Committee [10,11]. For 

those new to MRI and small animal surgery, prior to initiating any studies, 
training and advice should be sought from experts in the field. 

Due to the presence of strong magnetic fields, surgery is performed in an 
area separated from the magnet room. Thus, it will be necessary to fix the 

stimulating and/or recording electrode to the animal’s skull so that the 
animal can be safely transferred to the magnet room at the end of the 

surgery. Furthermore, due to the common use of surface coils in fMRI 
experiments, both the electrode positioning and its fixations must be done 
in such a way that allow maximal proximity between the MRI coil and the 

brain of the animal. Special care must be taken with bleeding during 
surgery, because any trace of blood will have a deep impact in the image 

quality, making it very difficult to obtain a reliable BOLD signal.   

 

3.1. Anesthesia 

As previously introduced, most fMRI experiments in rodents are performed 
in anesthetized animals. Different anesthetics have been introduced for 

fMRI studies in rodents, each of which presents its particular advantages 
and drawbacks (for a review see [7]) and all of them having an impact on 
the neurovascular coupling. At this point, it is important to emphasise that, 

in our experience; at least 80% of a successful fMRI experiment in rodents 
relies on maintaining the animal’s physiology at adequate and steady-state 

values. Body temperature (37±0.5 ºC), oxygen saturation (>95%), CO2 
(35-50 mmHg) levels and blood pressure (130-140 mm Hg) need to be 

fine-tuned. While precise monitoring of some of this values require invasive 
interventions (i.e. blood pressure and accurate CO2 measurements require 
femoral artery cannulation and tracheotomy, respectively) or direct blood 

sampling difficult to implement in longitudinal studies, pilot experiments 
with full monitoring of the animal’s physiology are strongly recommended in 

setting up new anaesthetic protocols. 

The final election of an anesthetic method will depend on multiple factors 
like the species utilized (i.e. rats [12] vs. mice [13]), the duration of the 

experiment [14], whether it is an acute or longitudinal experiment, and 
even the type of stimuli used [15]. As a general rule, injectable 

anaesthetics provide a stable imaging condition for up to 2 h, whereas 
inhaled anaesthesia allows longer imaging sessions. An exception to this 
rule is urethane, which provides a stable and long-lasting (more than 8h) 

anesthetized state with a single intraperitoneal injection and minimal 
cardiovascular effects [16]. Importantly, urethane also preserves most of 

the characteristic electrophysiological rhythms recorded in the hippocampus 
and other neocortical regions [17]. In the present protocol of electric 
stimulation fMRI, urethane has been the choice based on the above 

advantages [17]. However, urethane is restricted to terminal experiments 
due to its hepatotoxic and carcinogenic effects, for which it is compulsory to 
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euthanize the animal at the end of the experiment. For chronic rat 

experiments and when working with mice, dexmedetomidine is the usual 
election [5]. It allows animal recovery but provides, in our hands, shorter 

periods of stable anesthesia (in the range of 1.5-2 h). An alternative 
administration regime for dexmedetomidine has been proposed to extend 
this period [18]. We have found significant differences between different 

rats and mice strains. So we do recommend a pilot study in order to choose 
the most convenient anesthesia for each particular model. 

3.2. Electric stimulation 

Stimulating electrodes dedicated to MRI experiments have been developed 

based on existing protocols [19]. Previous studies have shown the utility of 
iridium [20] or platinum-iridium electrodes [21] for this purpose. 

Nevertheless, these electrodes produce large susceptibility artefacts around 
the electrode’s location, especially patent in EPI images, precluding the 
possibility to study functional responses in the area close to the implant. To 

overcome this problem, we have introduced glass-coated carbon fiber 
bipolar electrodes in our setup, which present several advantages: most 

importantly the absence of susceptibility artefacts in the acquired brain 
images, but also the possibility to produce very thin bipolar electrodes (up 
to 7 µm tip diameter) [17]. 

To prepare carbon-fiber electrodes, we use bundles of fibers inserted into a 

theta-shaped glass capillary previously pulled to form 7 mm long pipettes 

with ∼200 µm tip diameter and adjusted to produce an electrical impedance 

of 40–65 kΩ (see note 8). A regular wire with a pin connector is attached to 
the pipette, connected to the carbon fibers using silver conductive epoxy 
resin (RS Components, UK), and isolated with clear epoxy resin [17].  

Depending on the configuration used in the MRI, the glass electrode can be 
bent in order to accommodate the receiver coil, minimizing its distance to 

the brain and maximizing the signal to noise ratio (SNR) (see details in 
section 3.4).  

 

3.3. Stimulation protocols 

In previous work applying electric-stimulation fMRI to study the frequency 
response of the perforant pathway, the major neocortical input to the 
hippocampus [22], we showed the existence of an activity threshold to elicit 

a detectable fMRI response. More specifically, we showed that (1) a certain 
level of activity, in an approximately constant population of neurons, must 

be reached in order to start a detectable BOLD signal, (2) the activity-
threshold for BOLD elicitation can be reached by applying trains of pulses at 
relatively low frequencies (4-5 Hz for the perforant path), (3) once the 

                                                           
8 Small electrode tips will cause less tissue damage during implantation, but the higher electric 

impedance would require higher voltages to inject a same amount of current and therefore 
the possibility to overheat and damage the tissue. Thus, there is a compromise between 
these two parameters. In our experience, an electrode tip of ∼200 µm render good 
stimulation while minimizing tissue damage. 
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threshold is crossed, the BOLD signal (magnitude and extension of the 

activation) is linearly correlated with the stimulating current, (4) at current 
intensities evoking a half-maximal neuronal spiking response, the activity 

spreads polysynaptically, with increasing stimulation frequencies up to 20 
Hz. Thus, stimulation protocols often consisted in 6 to 10 trains of electrical 
pulses (100 µs biphasic pulses) repeated every 30 to 60 s (total duration of 

the trial 180 to 600 s) and trials repeated 3 to 5 times per condition. The 
duration of the stimulation train can be adjusted to the specific needs, but 

durations between 2 and 6 s at frequencies ranging from 4-20 Hz produce 
BOLD responses of excellent amplitude (larger than 4% change) in a variety 
of preparations [22,21,17,23,24]. Off periods between stimulation trains 

sufficiently long as to allow a full recovery of the hemodynamic response 
(25-30 s in rats and mice) increase the SNR of the response and the 

statistical power of the analysis. A good coordination between image 
acquisition and timing of stimulus presentation is necessary and easily 
achievable using the TTL signals generated by the imaging protocols to 

synchronize the pulse generator (see Figure 1).  Duration of the stimulation 
train, pulse shape and intensity, frequency, and any stimulus other 

parameter can be systematically varied for specific purposes [25].  

Within each EPI acquisition, it is advisable to acquire long-enough baselines 

(4 to 8 volumes) before the first stimulation train that will facilitate 
posterior quantifications of BOLD signal change. 

 

3.4. Intracerebral electrode implant for fMRI 

Most of the BOLD based fMRI experiments are acquired using EPI images, 

which are very sensitive to T2* changes. Practically speaking, a number of 
factors can confabulate causing a deterioration of the quality of the 

functional images. When working with surgically manipulated animals, 
especially in acute preparations, extreme care has to be taken to minimize 

bleeding. After the surgery and before cementing the implant to the skull 
(see below) thorough cleaning of the exposed cranium is mandatory. 

In order to improve the SNR, the tip of the electrode was bent using a 
Bunsen burner and some forceps to form a 90º angle, so it could go inside 
the brain leaving the main body of the pipette outside parallel to the head 

of the rat, minimizing the implant’s height and allowing a closer proximity 
between the MRI array coil and the head of the animal. 

The method described here is based on standard procedures used in 
electrophysiological experiments adapted to the MRI requirements. Similar 

protocols are used for mice.  

1. Weigh the animal.  

2. Dissolve urethane in sterile 0.9% saline. Warm it to room temperature 

before injection.  
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3. Place the animal in an induction chamber, and induce anaesthesia with 

4% isoflurane in 100% oxygen (1L/min). Wait until the animal is 

superficially sedated (see note 9).  

4. Inject urethane intraperitoneally (1.3 g/Kg dose for rats and 1.5 g/kg 

dose for mice, see note 10). Wait until the total absence of withdrawal 

reflexes. Induction time is heterogeneous across animals and strains. If 
after one hour of the initial dose the animal shows reflexes, additional doses 

(10-20% of initial dose) can be injected. In our experience, adjustment of 
the initial dose is necessary for different strains. The slow process of 

induction of anaesthesia ensures a steady-state anesthesia (with stable vital 
constants) during more than 8 h. 

5. Upon induction, place the animal in a heating pad to maintain the 
animal’s body temperature at 37 ºC. Use a rectal temperature probe with 

lubricating jelly to monitor the temperature.  

6. Shave the head around the incision area. 

7. When the animal reaches an appropriate level of anesthesia, fix the 
animal’s head in a stereotaxic frame. 

8. Inject subcutaneous local anesthetic (200 uL Bupivacaine, 0.5%) in 

the incision points, using a 1cc syringe with a 20G needle tip.  

9. In order to prevent eye damage, employ ophthalmic gel (Lipolac) on 

each eye. The gel needs to be reapplied during the surgery to ensure that 
eyes are covered at all times. 

10. Make an incision (∼1 cm long) at the top of the head by pressing 
firmly with a scalpel in an antero-posterior direction. Remove excess skin to 

expose the skull. Cauterize the skin rims, avoiding burning the skull to 
prevent image artefacts, and apply hydrogen peroxide to remove any 

source of bleeding.  

a) In our experience, when working with mice, the complete removal 

of the skin over the skull significantly increases the quality of the 
fMRI images. To do that, gently cut with surgical scissors the skin 

over the head. Remove the excess skin, cauterize borders (with 
extreme caution to avoid overheating the skull) and apply hydrogen 
peroxide to clean the area. Carefully remove any trace of blood.  

                                                           
9 

  Some animal strains are more susceptible of anesthetics mixture and can be affected by the 
interaction of urethane and isofluorane. In this case, we recommend injecting the animal without 
previous exposure to other anesthetic.  

 
10 

  Usually, urethane is injected at doses in the range of 1.2 to 1.4 g/Kg for rats and 1.4 to 1.6 for 
mice. 
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11. Calculate the goal stereotaxic coordinates. Modern tools have been 

developed to facilitate electrode localization [26]. 

12. Once the target site is located, trephine holes are made using a 
manual drill. First-time used drill-bits require deep cleaning to remove 
metal traces that can detach and enter the craniotomy producing large 

image artefacts.   

a) Carefully rotate the drill bit over the skull until achieving a circular 
craniotomy (2 mm diameter). 

b) Delicately pinch the dura using a curved 25G needle. For mice, it is 
better to avoid this step to minimize bleeding. The dura can be 
broken directly when introducing carefully the electrode in step 13.  

c) Add saline to the craniotomy once dura is pierced to avoid dryness. 

 13. Slowly lower the MRI-compatible electrode until it reaches the 

desired ventral coordinate (see notes 11 and 12).a) If the dura is not 

broken by the electrode in the case of mice, do not force it (the 
electrode can be broken or the brain damaged). Go back to step 

12.b. and pinch it with the needle.  

14. Deeply clean the skull using a dry cotton swab, eliminating any 

bleeding. Add a small drop of tissue adhesive (Vetbond) to seal the tissue, 

and wait for 10 minutes. 

15. Fix the electrode with several layers of acrylic (Palacos for rats and 

Super-Bond for mice). 

a) Pay special attention to the first layer of acrylic. This is the critical 
one and should cover as much surface of the skull, including the 
electrode, as possible. Use less viscous cement in this first layer than 

in next ones. Wait until it the layer is completely dry (∼20 min) 
before applying more cement. 

b) In mice the first layer is crucial. The skull is smaller 
compared with rats, and the cement has less surface to weld 

in. Thus, the electrode is more exposed being susceptible of 
movements and/or breakages.  In order to minimize these, we 

                                                           
11 

  For instance, to stimulate the CA3 region of the dorsal hippocampus in the rat the coordinates, 
referenced to Bregma, are: 3.5 mm anteroposterior and 3.5 mm lateral, initial position 3.6 mm ventral to 
the dural surface. 

 
12 

  The same procedure can be followed to insert a recording electrode in the desired area to be 
sure about stimulation electrode positioning. Nevertheless, care must be taken when placing the 
recording electrode to minimize brain damage. Ideally, this recording electrode should be placed in a 
region not fundamental for the fMRI study.  
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recommend generously covering the section of the electrode 

closer to the mouse’s head using Super-Bond acrylic. 

c) Apply extra layers around the implant until fully embedding it, 
preventing post-surgical movement and protecting it during the 
transport of the animal to the MRI room. Avoid contact of the cement 

with the skin during the whole process. This precaution will minimize 
the probability of bleeding during the imaging session. 

16. When the cement is completely dry, remove the electrode holder. 

17. Detach the animal from the stereotaxic frame and place it in a 
transfer cage. In order to avoid temperature dropping, maintain the animal 
in the heating pad until its transport to the imaging facility.  

 

3.5. fMRI 

In order to prevent temperature drop, preheat the magnet’s heating system 
before the animal arrives to the facility.  

1. Place the animal in the MRI bed.  

2. Check that the correct level of anesthesia has been maintained.  

3. Insert the rectal temperature probe using lubricating jelly and 
tape it in place.  

4. Fix the animal’s head in an MRI-compatible stereotaxic device. 

5. Place the physiological monitoring device (MRI-compatible 
sensor with foot clip) or the breathing piezoelectric sensor.  

6. Cover the exposed skull and the implant with agarose, with 

special emphasis in filling all the possible empty spaces between the 
head of the animal and the coil (see notes 13). 

7. Connect the electrode to the current source. 

8. Using the oscilloscope, cross-check the impedance of the 

electrode that should match the value obtained during its fabrication, 
discarding a possible breakdown in the process of implantation or 

during the accommodation of the animal in the MRI setup.  

9. Fix the coil in the MRI bed over the head of the animal, as close 

                                                           
13 

  EPI images are highly sensible to abrupt changes in magnetic susceptibility originating artifacts 
in the border where the variation occurs. Due to the specific configuration used in our set up, when the 
phase array coil is positioned, there is an empty space between the surface coil and the head of the 
animal. We fill this space with agarose using a syringe previously filled with agarose 0.5%. 
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as possible to the skull (see note 14).  

10. Place the animal inside the RF coil aligning the 

approximate center of the brain with the magnet isocenter.  

11. Acquire T2-weighted (T2w) anatomical images in the 
three orthogonal planes.  

12. Even when the animal positioning is accurate, there can 

be small inter-animal differences when defining an exact 
position. In order to do grouped analyses, it is interesting to 

minimize this variability. Thus, we recommend using anatomical 
landmarks to position EPI slices always in the same orientation. 

A possible strategy is:  

a) Take the plane that cut the base of cerebellum and the 
anterior commissure (see Figure 2a). 

b) Take the midline plane that separates the brain in left and 

right hemispheres (Figure 2b and 2c). 

c) Use the above anatomical planes to define the angle and 

positioning of the slices for functional imaging. In our case, 15 
slices are positioned perpendicular to the planes with the 6th 

more anterior slice containing the anterior commissure (Figure 

2d).  

13. Use a shimming procedure to adjust field homogeneity in 

the brain. In our case, we use the MapShim macro 
implemented by Bruker.  

14. Adjust the EPI images according to the landmarks 

mentioned in step 12 (see note15) and use saturation slices 
around the brain. Acquire a set of EPI images without 

stimulation to check proper image acquisition (no folding, 
ghosts, etc.) 

15. Acquire an anatomical image with the same geometry 

than the EPI images but higher (at least double) in plane spatial 
resolution. It will help to identify anatomical landmarks (Figure 

                                                           
14 

  Avoid excessive pressure between the coil and electrode. Usually electrodes are fragile and 
break easily during the experiment if there is some of pressure on them.  

 
15 

  The employed FOV usually exceeds the cross section of the subject to prevent artifacts from 
image folding. The slice thickness is 1 mm for rats and 0.8 mm for mice, but depending on the SNR and 
the expected level of activation, it could be decreased.  
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3) and co-registration of brain templates for grouped analysis.  

16. Start data acquisition.  

 

3.6. Data analysis 

The development of either commercial or open-source software tools for 
fMRI analysis has greatly facilitated the applicability of fMRI and has 
contributed to its massive widespread. Nevertheless, due to the complex 

mathematical work behind the generation of brain activation maps, it is 
important to apply proper and robust statistical methods, e.g. to avoid false 

positives [27]. For a deep discussion about the analysis see refs [28,29]. 

The workflow for the data analysis used in our laboratory implies linear 

detrending, temporal (0.015–0.2 Hz) and spatial filtering (3 × 3 full width 
at half maximum gaussian kernel of 1.5 sigma) of voxel time series, a 
general linear model or cross-correlation analysis with a simple boxcar 

model shifted forward in time (typically by the employed TR), or a boxcar 
convolved with the hemodynamic response function (HRF). Typical 

functional maps obtained in one of our electric-stimulation fMRI 
experiments are shown in Figure 3. 

 

4. NOTES 

1. Alternatively, breathing rate can be monitoring alone using a 
simple custom designed piezoelectric device (sensitive to 
pressure) positioned in the chest of the animal.  

2. Water bath is non-MRI compatible, so this was positioned outside 

the 5 Gauss security area. The bath is connected to the water 
blanket through two 5 meters long silicon tubes.  

3. The automatic temperature control system is based on the 
Arduino microcontroller (Arduino MEGA 2560, Arduino S.r.l., 

Italy). To maintain the physiological temperature of the animal 
stable automatically, a PID (Proportional-Integral-Derivative) has 
been developed. The microcontroller obtains, through serial 

communication (using a RS232 Shield V2, LinkSprite 
Technologies, Inc., Longmont, CO), the temperature of the animal 

from the signal conditioner and it generates a control action that 
is transmitted to the thermostat (using a USB Host Shield V2.0 for 
Arduino) to control the temperature of the fluid pumped to the 

bed. This control system allows automatic temperature control, 
maintaining almost stable the temperature of the body of the 

animal being scanned. The technician can interact with the 
automatic temperature control system through a keypad and a 
display (LCD Keypad Shield for Arduino), being able to set the 

desired temperature for the animal. 

4. Agarose can be prepared in deuterated water, so it will be invisible 
for MRI. Nevertheless, based on our experience, there are no 
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benefits in terms of fMRI maps acquisition. 

5. Sequence parameters for GE-EPI images: Field of View (FOV), 25 

× 25 mm; slice thickness, 1 mm; 15 slices; matrix, 96 × 96; 
segments, 1; Flip angle, 60°; Echo Time (TE), 15 ms; Repetition 
Time (TR), 2000 ms and 4 dummy scans.  

6. Alternatively you could use a Spin Echo (SE) sequence with similar 

parameters. There is extensive literature reviewing the impact of 
the employed sequence methodology in the obtained fMRI results 
[6]. Briefly, SE is more specific to microvasculature changes but 

less sensitive whereas GE is more influenced by changes in 
macrovasculature but overall more sensitive.  

7. Sequence parameters for RARE images: FOV, 25 × 25 mm; slice 
thickness, 1 mm; 15 slices; matrix, 192 × 192; RARE factor, 8; 

Effective TE (TEeff), 56 ms; TR, 2000 ms. 

8. Small electrode tips will cause less tissue damage during 

implantation, but the higher electric impedance would require 
higher voltages to inject a same amount of current and therefore 

the possibility to overheat and damage the tissue. Thus, there is a 
compromise between these two parameters. In our experience, an 

electrode tip of ∼200 µm render good stimulation while minimizing 

tissue damage. 

9. Some animal strains are more susceptible to anaesthetics mixture 
and can be affected by the interaction of urethane and isoflurane. 

In this case, we recommend injecting the animal without previous 
exposure to other anaesthetic. 

10. Usually, urethane is injected at doses in the range of 1.2 to 1.4 
g/Kg for rats and 1.4 to 1.6 for mice. 

11. For instance, to stimulate the CA3 region of the dorsal 
hippocampus in the rat the coordinates, referenced to Bregma, 

are: 3.5 mm anteroposterior and 3.6 mm lateral, initial position 
3.8 mm ventral to the dural surface. 

12. The same procedure can be followed to insert a recording 
electrode in the desired area to be sure about stimulation 

electrode positioning. Nevertheless, care must be taken when 
placing the recording electrode to minimize brain damage. 
Ideally, this recording electrode should be placed in a region not 

fundamental for the fMRI study. 

13. EPI images are highly sensible to abrupt changes in magnetic 
susceptibility originating artifacts in the border where the variation 
occurs. Due to the specific configuration used in our set up, when 

the phase array coil is positioned, there is an empty space 
between the surface coil and the head of the animal. We fill this 

space with agarose using a syringe previously filled with agarose 
0.5%. 
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14. Avoid excessive pressure between the coil and electrode. 

Usually electrodes are fragile and break easily during the 
experiment if there is some of pressure on them. 

15. The employed FOV usually exceeds the cross section of the 
subject to prevent artefacts from image folding. The slice 

thickness is 1 mm for rats and 0.8 mm for mice, but depending on 
the SNR and the expected level of activation, it could be 

decreased. 
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