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The exquisite repertoire of animal behaviors relies on the precise assembly and fine-tuning 
of synaptic connections amongst different neuronal subtypes. Wiring specificity implies both 
cell and synaptic diversity, which, in turn, are determined by tightly regulated developmental 
cell-specific gene programs. By virtue of the remarkable diversity of types and connectivity 
patterns, inhibitory neurons are particularly well suited to perform functionally relevant 
circuit-specific roles and critically shape cortical function. Consistently, GABAergic 
dysfunction has been implicated in several neurological and psychiatric disorders. While 
some progress has been made towards understanding the molecular and structural 
components that broadly distinguish inhibitory synapses and their assembly, the molecular 
mechanisms underlying interneuron subtype-specific connectivity are largely unknown. In 
the first part of this work we combined cell sorting approaches and high-throughput RNA-
sequencing techniques to investigate interneuron subtype-specific transcriptome dynamics 
across early developmental stages. The resulting transcriptome profile revealed the 
existence of highly selective cell-type specific programs in developing cortical interneurons. 
We then coupled the gene expression longitudinal profiles with loss-of-function experiments 
using a systematic virus-mediated gene knockdown strategy. These experiments showed 
that the identified cell-specific molecular signatures support interneuron early wiring and 
underlie the specification of different patterns of connectivity. 

Understanding the relationship between behavior and inhibitory circuit function (as well 
as dysfunction) entails uncovering not only the hardwired organizing principles but also the 
specific logic of inhibitory circuit dynamics. Activity-dependent neuronal plasticity is a 
fundamental mechanism through which the nervous system adapts to sensory experience. 
Several lines of evidence suggest that parvalbumin (PV+) interneurons are essential in this 
process, but the molecular mechanisms underlying the influence of experience on 
interneuron plasticity remain poorly understood. Perineuronal nets (PNN) enwrapping PV+ 
cells are long-standing candidates for playing such a role, yet their precise contribution has 
remained elusive. In the second part of the thesis, we show that the PNN protein Brevican 
is a critical regulator of interneuron plasticity. We find that Brevican simultaneously controls 
cellular and synaptic forms of plasticity in PV+ interneurons by regulating the localization of 
potassium channels and AMPA receptors, respectively. By modulating Brevican levels, 
experience introduces precise molecular and cellular modifications in PV+ cells that are 
required for learning and memory. These findings uncover a molecular program through 
which a PNN protein facilitates appropriate behavioral responses to experience by 
dynamically gating PV+ interneuron function. 
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Resumen (Spanish) 
 

El extraordinario repertorio de comportamientos animales se basa en el preciso ensamblaje 
y refinamiento de conexiones sinápticas entre diferentes subtipos neuronales. Dicha 
especificidad, implica tanto la diversidad celular como la sináptica que, a su vez, están 
determinadas por programas de genes específicamente expresados en dichas células y 
estrictamente regulados durante el desarrollo. En virtud de la notable diversidad de tipos y 
patrones de conectividad, las neuronas inhibidoras son particularmente adecuadas para 
desempeñar papeles específicos y funcionalmente relevantes en los circuitos neuronales y, 
por lo tanto, configuran de forma crítica la función cortical. De acuerdo con esto, la 
disfunción GABAérgica está implicada en varios trastornos neurológicos y psiquiátricos. 
Aunque se han hecho algunos progresos hacia la comprensión de los componentes 
moleculares y estructurales que distinguen ampliamente las sinapsis inhibitorias y su 
ensamblaje, los mecanismos moleculares subyacentes a la conectividad específica de los 
subtipos de interneuronas son en gran parte desconocidos. En la primera parte de este 
trabajo se combinaron técnicas de “FACS sorting” de células y “RNA-sequencing” para 
investigar los cambios dinámicos en el transcriptoma de subtipos específicos de 
interneuronas durante etapas tempranas del desarrollo. El perfil transcripcional de dichas 
interneuronas reveló la existencia de programas moleculares altamente selectivos para 
cada tipo de interneurona cortical durante el desarrollo. A continuación, se 
complementaron los perfiles de expresión génica con experimentos de pérdida de función 
utilizando un sistema de virus y la estrategia de “protein knockdown”. Estos experimentos 
mostraron que, durante el desarrollo de las conexiones sinápticas, diferentes interneuronas 
presentan “improntas moleculares” específicas que determinan los patrones de 
conectividad. 

Comprender la relación entre el comportamiento y la función (así como la disfunción) 
de los circuitos inhibitorios implica descubrir no sólo los principios de organización sino 
también la lógica específica de la dinámica de dichos circuitos. La plasticidad neuronal 
dependiente de la actividad es un mecanismo fundamental a través del cual el sistema 
nervioso se adapta a la experiencia sensorial. Varias líneas de investigacion sugieren que 
las interneuronas que expresan parvalbúmina (PV+) son esenciales en este proceso, pero 
los mecanismos moleculares subyacentes a la influencia de la experiencia en la plasticidad 
de las interneuronas siguen siendo poco conocidos. Las redes perineuronales (PNN) que 
envuelven las células PV+ vienen siendo las candidatas para desempeñar ese papel, pero 
su contribución precisa ha permanecido difícil de aclarar. En la segunda parte de la tesis, 
mostramos que la proteína PNN Brevican regula críticamente la plasticidad interneuronal. 
Encontramos que Brevican controla simultáneamente las formas celulares y sinápticas de 
plasticidad en interneuronas PV+ regulando, respectivamente, la localización de canales 
de potasio y de receptores AMPA. Al modular los niveles de Brevican, la experiencia 
introduce modificaciones moleculares y celulares precisas en células PV + que son 
necesarias para el aprendizaje y la memoria. Estos descubrimientos revelan un programa 
molecular a través del cual una proteína PNN facilita respuestas conductuales apropiadas 
a la experiencia mediante la activación dinámica de la función de interneuronas PV+. 
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“Wooing, wedding, and repenting, is as a Scotch jig, 

a measure, and a cinque pace: 
the first suit is hot and hasty, like a Scotch jig, and full as fantastical; 

the wedding, mannerly-modest, as a measure, full of state and ancientry; 
and then comes repentance and, with his bad legs, 

falls into the cinque pace faster and faster, 
till he sink into his grave. 

 

― William Shakespeare, Much Ado About Nothing, Act II, Scene I
1
 

 
 

The courtship-like process of neural circuit formation is no less of a multifaceted dance 
than the one of Shakespeare’s words1. The beauty and sophistication that characterizes 
this process is truly astonishing and even more so if one considers its outcome, us. 

The exquisite repertoire of animal behaviors relies on the precise assembly and 
fine-tuning of synaptic connections amongst different neuronal subtypes. From both an 
evolutionary and a developmental perspective, brain wiring reaches an exceptional level 
of complexity in the cerebral cortex. Cortical circuits, honed over hundreds of million 
years of evolution, contain a richly interconnected array of diverse cell types, whose 
patterns of connectivity underlie the cortex’s extraordinary computational prowess 
(Harris and Shepherd, 2015; Rakic, 2009). 

Understanding how elaborate molecular and cellular interactions give rise to 
functional cortical networks during brain development is a major endeavor in 
neuroscience. Such understanding is critical not only to answer philosophically 
challenging questions about the underpinnings of cognition and emotion but also 
because defects in the formation and adaptation of neuronal circuits lie at the root of 
some of the most severe and hitherto untreatable human disorders such as autism or 
schizophrenia (Marín, 2016; Paz and Huguenard, 2015). 

 

1. Actors on the stage: cell diversity and organization of cortical circuits 

From a historical perspective, both Ramón y Cajal’s uncanny sense of the functional 
implication of his work and the riveting pioneering experiments of Hubel and Wiesel 
have inspired generations of neuroscientists to explore how the anatomy of the brain 
gives rise to its function (Llinás, 2003; Wurtz, 2009). 

The most obvious anatomical feature of the cerebral cortex is arguably its 
organization in different layers. Although some cortical areas, such as the hippocampus 
and the pyriform cortex, have only rudimentary lamination, most of the cortex, termed 
“isocortex” or “neocortex”, has six more or less well-defined layers (Pandya et al., 2015). 
The cortex’s ability to process and integrate information relies on intricate networks of 
excitatory and inhibitory neurons —the main cellular elements of the individual circuits— 
within and between these layers, as well as across different cortical areas (Harris and 
Mrsic-Flogel, 2013). 

Cellular elements of cortical circuits 
The excitatory glutamatergic neurons —termed pyramidal or principal cells— numerically 
provide the largest proportion (80%) of cortical cells, and fall into multiple classes 
distributed across and within cortical layers (Greig et al., 2013). Principal cells respond 
selectively to specific features of sensory stimuli and through long-range projections 

                                                 
1
 For non-English readers: here Shakespeare compares the three phases of a relationship to three different types of dance. 
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transmit information both between different cortical regions and to other areas of the 
brain (Harris and Mrsic-Flogel, 2013). 

Inhibitory gamma-aminobutyric acid (GABA)ergic interneurons, despite 
representing the minority of cells (20%), comprise an extremely diverse population of 
cells —with different embryonic origin, birth, postsynaptic targets, circuit integration and 
function— that make mostly local connections (DeFelipe et al., 2013). Interneurons 
shape various forms of collective activity and primarily contribute to local assemblies, 
where they provide inhibitory inputs that modulate the responses of pyramidal neurons, 
thereby controlling information flow (Cossart, 2011; Isaacson and Scanziani, 2011; 
Kepecs and Fishell, 2014; Le Magueresse and Monyer, 2013; Somogyi and 
Klausberger, 2005; Tremblay et al., 2016). 

Although these different types of neurons hold “cortical citizenship”, they are all 
born elsewhere. Quoting the famous neuroscientist Paško Rakić, “what interests me, in 
particular, is something that most people do not realize, none of the cortical neurons are 
generated in the cortex” (Zhou). In fact, pyramidal cells are generated in the ventricular 
zone of the dorsal telencephalon. During embryonic development, they migrate radially 
and populate the future multilayered cortex in an 'inside-out' manner and with specific 
temporal patterns (Greig et al., 2013; Hayashi et al., 2015; Molyneaux et al., 2007; 
Nadarajah and Parnavelas, 2002)2. 

Cortical GABAergic interneurons, instead, originate in proliferative territories of the 
embryonic ventral telencephalon. With a precise temporal sequence, the embryonic 
medial (MGE) and caudal (CGE) ganglionic eminences and, secondarily, the preoptic 
area (POA) give rise to cortical interneurons, with a small contribution from the lateral 
ganglionic eminence (LGE). Afterward, during late embryogenesis, interneurons migrate 
tangentially towards all regions of the cortex where they disperse radially to integrate 
within the nascent laminar layers (Danglot et al., 2006; Gelman and Marín, 2010; 
Wonders and Anderson, 2006). 

Cortical interneuron diversity 
Cortical GABAergic interneurons exhibit such a uniquely high diversity that repeated 
communal efforts had to be made by the scientific community to support a consensus 
classification for data sharing (DeFelipe et al., 2013; Petilla Interneuron Nomenclature 
Group et al., 2008). Yet, the cortex contains only three major families of interneurons 
(Rudy et al., 2011), each of which divides into multiple subclasses (Figure 1), 
characterized by distinct morphologies, molecular markers, synaptic specificity and 
electrophysiological properties (Somogyi and Klausberger, 2005; Tremblay et al., 2016). 

If we adopt a neurochemical classification criterion, we can broadly distinguish 
interneurons that express the calcium-binding protein parvalbumin (PV+), the 
neuropeptides somatostatin (SST+) and the serotonin (5-hydroxytryptamine) receptor 3A 
(5HT3AR+). Together, neurons expressing at least one of these markers account for 
almost all interneurons within the cortex (Rudy et al., 2011). 

 

                                                 
2
 These reviews focus mostly on the generation and diversity of pyramidal cells in the mouse cortex, which are more pertinent 

to this thesis. However, important differences have been observed on this matter across evolution. Because evolution of the 
neocortex in mammals is considered to be a key advance that enabled higher cognitive function, a large amount of research 
focused on the development and evolution of the human neocortex. Although such topic is out of the scope of this thesis, in 
addition to Rakic, 2009 present in the main bibliography, we provide here two supplementary references for readers interested 
in further insights. 
Lui, J.H., Hansen, D.V. and Kriegstein, A.R. 2011. Development and evolution of the human neocortex. Cell 146(1), pp. 18–
36. 
Taverna, E., Götz, M. and Huttner, W.B. 2014. The cell biology of neurogenesis: toward an understanding of the development 
and evolution of the neocortex. Annual Review of Cell and Developmental Biology 30, pp. 465–502. 
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Figure 1. Classification and molecular specification of cortical inhibitory interneuron 
subtypes.  
(A) Characterization of cortical interneuron subtypes according to the expression of neurochemical 
markers and morphology. Cortical GABAergic interneurons belong to three main non-overlapping 
groups. PV+ and SST+ interneurons originate embryonically in the medial ganglionic eminences 
whereas 5HTR3A+ interneurons derive from the CGE. Each of these classes comprehends 
different subtypes that are specified through a complex network of transcription factors.  
(B) The main molecules involved in the developmental specification of different interneuron 
subtypes. C. Laminar distribution of the different interneuron subtypes in the adult cortex. Cc, 
corpus callosum; MGE, medial ganglionic eminence; CGE, caudal ganglionic eminence; POA, 
preoptic area; I-VI, cortical layers I to VI. Adapted from (Bartolini et al., 2013; Gelman and Marín, 
2010). 

 
PV+ interneurons are born in the ventral MGE and their firing is characterized by 
uniquely high frequency and temporal precision, a feature that earned them the name of 
'fast-spiking (FS) cells' (Hu et al., 2014). PV+ cells play fundamental roles in basic circuit 
functions, including feedforward and feedback inhibition, stabilizing and shaping the 
activity of cortical networks, as well as establishing and maintaining fast cortical rhythms 
linked to cognitive function. In addition, PV+ interneurons regulate critical-period 
experience-dependent plasticity and are also involved in mediating complex network 
operations, such as expansion of dynamic activity range, pattern separation and gain 
modulation of sensory responses. Because of their essential functions, it is not 
surprising that PV+ interneuron dysfunction has been implicated in several neurological 
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and psychiatric disorders (Hu et al., 2014). Based on the pyramidal cell domain they 
target, PV+ interneurons can be further subdivided in the soma-targeting basket cells 
and axon initial segment (AIS)-targeting chandelier cells. PV+ basket cells constitute 
the most abundant and best-studied population of GABAergic cells within the cortex. As 
such, the general roles attributed above to PV+ fast-spiking interneurons can most likely 
be entirely ascribed to PV+ basket cells only (Hu et al., 2014). The fewer PV+ 
chandelier cells are much less studied, in part because of the lack of a specific marker 
to distinguish them from the much more abundant ‘half-sister’ PV+ basket cells (Inan 
and Anderson, 2014; Inan et al., 2013; Wang et al., 2016; Woodruff et al., 2010). Of 
note, relatively recent work described the existence of (possibly POA-derived) PV- 
chandelier cells in the mouse prefrontal cortex (Taniguchi et al., 2013). For these 
reasons and because of their disputed possible depolarizing effect on the membrane 
potential, chandelier cells have been —and continue to be— shrouded in mystery 
(Howard et al., 2005; Woodruff et al., 2009, 2010, 2011; Zhu et al., 2004). However, very 
recent work suggested an intriguing role for chandelier cells not only in directional 
inhibition between local pyramidal cell ensembles but also in shaping communication 
hierarchies between global networks (Lu et al., 2017). 

SST+ interneurons, the second more abundant population of cortical interneurons, 
derive from the dorsal MGE and target dendrites. They comprise mostly, but not 
exclusively, Martinotti cells that make synapses onto the distal dendrites of principal 
cells, as well as inhibiting other interneurons (Cottam, 2009; McGarry et al., 2010; 
Pfeffer et al., 2013; Wang et al., 2004c; Xu et al., 2013). Consistent with their synaptic 
targeting, SST+ cells have been implicated in behavior-dependent control of dendritic 
integration, as well as in more general lateral inhibition (Adesnik et al., 2012; Gentet et 
al., 2012; Murayama et al., 2009). 

5HT3AR+ interneurons are CGE-derived, account for only 30% of all cortical 
interneurons and are mainly located in superficial cortical layers. 5HT3AR+ cells 
comprise two prominent subgroups: interneurons that express the vasoactive intestinal 
peptide (VIP+) and those expressing the secreted signaling protein reelin (RELN+). 
Cortical VIP+ interneurons preferentially target SST+ cells and have an important role 
in disinhibition (Lee et al., 2013; Pfeffer et al., 2013). VIP+ interneurons are implicated in 
several important processes, including learning and visual processing (Ayzenshtat et al., 
2016; Garcia-Junco-Clemente et al., 2017; Jackson et al., 2016; Letzkus et al., 2011; 
Muñoz et al., 2017; Pi et al., 2013). RELN+ interneurons are neurogliaform cells, which 
mediate slow GABA release by volume transmission and can affect both principal cells 
and other interneurons (Oláh et al., 2009; Overstreet-Wadiche and McBain, 2015; 
Palmer et al., 2012). Of note, as some SST+ cells also express reelin, RELN expression 
per se does not unequivocally identify neurogliaform cells but it does when combined 
with SST staining (RELN+SST−). Because of their unique properties, RELN+ 
interneurons are capable of governing many diverse processes from circuit development 
to sculpting the activity of large neuronal ensembles (Overstreet-Wadiche and McBain, 
2015). 

Of note, other less abundant interneurons subtypes which do not fall in the 
abovementioned main categories also play important roles in cortical processing. 
Perhaps most notable among these are the CGE-derived Cholecystokinin (CCK+) 
basket cells that have been shown to be involved in learning and spatial coding in the 
hippocampus (Armstrong and Soltesz, 2012; Basu et al., 2013; Del Pino et al., 2017). 

Interneuron diversity and synapse specificity 
Perhaps the most striking aspect emerging from this brief description of cortical 
interneurons is that their roles could not be more different, despite the use of the same 
neurotransmitter. Each class of interneuron modulates pyramidal cell function in a 
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unique manner. It is fascinating to contemplate how the connectivity patterns of different 
interneurons are perfectly suited to fulfill their specific functional roles in the circuits. In 
fact, it appears that the exquisite power each interneuron type can exert over cortical 
function is only possible because of their extremely diverse properties, most notably 
synaptic specificity. 

In addition to having different intrinsic properties (which plays a crucial role), 
multiple types of inhibitory neurons —for example SST+, PV+ basket and chandelier 
cells— form synaptic inputs on distinct subcellular domains of pyramidal neurons (Figure 
2). Since the location of a synaptic contact largely determines its influence on the 
postsynaptic cell, the inhibitory effects of these synapses are markedly different. 
Whereas perisomatic inhibition profoundly affects action potentials elicited in the 
postsynaptic cells, inhibitory synapses onto distal dendrites mostly dampen dendritic 
spikes (Miles et al., 1996). Such different inhibitory synaptic populations can also differ 
in their feedback responses to activation of the pyramidal cell: perisomatic synapses 
function immediately at the onset of action potentials, whereas inhibition later shifts to 
apical dendrites in response to the rate of action potentials (Pouille and Scanziani, 
2004). 

The prevalent view is that this elaborate organization of inputs greatly increases the 
overall computational power of cortical circuits (Buzsáki and Draguhn, 2004; Häusser et 
al., 2000; Pouille and Scanziani, 2001; Wang et al., 2004b). These considerations thus 
raise the question of how such specificity is generated during development and suggest 
that unveiling the fundamental mechanisms regulating inhibitory synapse specificity may 
be critical to understand how a functional network is assembled. 

 
Figure 2. Chandelier, PV+ basket and SST+ cells form synaptic inputs on distinct 
subcellular domains of pyramidal neurons. 
Different types of inhibitory neurons have different properties, different synaptic specificity and 
different roles. Because of their markedly different targeting profiles, three different MGE-derived 
interneuron subtypes —chandelier, PV+ basket and SST+ cells— best illustrate the exceptional 
diversity of the GABAergic circuits. Since the location of a synaptic contact largely determines its 
influence on the postsynaptic cell, the inhibitory effects of chandelier, PV+ basket and SST+ 
synapses are markedly different. 
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Shaping early networks to rule mature circuits3 
A balanced interplay between the abovementioned different types of inhibitory neurons 
and excitatory pyramidal neurons is a prerequisite for normative brain function, as 
neuronal circuits can only operate effectively within certain bounds of excitation and 
inhibition (Isaacson and Scanziani, 2011; Vogels and Abbott, 2009). In fact, 
overstepping these boundaries can have drastic pathological consequences and lead to 
neurodevelopmental and neurological disorders, including autism, schizophrenia and 
epilepsy (Marín, 2016; Paz and Huguenard, 2015). 

How the relative bounds of excitation and inhibition are established during 
development as well as maintained or shifted during experience-dependent plasticity 
has been and remains an exciting and fruitful topic of research (Froemke, 2015; Hensch 
and Fagiolini, 2005; Nelson and Valakh, 2015; Takesian and Hensch, 2013; Vogels and 
Abbott, 2009). 

During brain development a plethora of turbulent events frames mature neural 
circuits: endogenous spontaneous rhythms give way to sensory-driven activity, GABA 
switches polarity, canonical circuits are formed, potentiated and refined, and eventually 
synapses elevate their threshold for plasticity, narrowing integration windows to become 
fast, precise reporters of spiking activity. Each of these processes is regulated by 
intrinsically determined genetic programs, which are tuned by neural activity in a 
bidirectional manner. What could quickly become a neural cacophony actually plays out 
as a beautifully orchestrated symphony; transcriptional programs regulate expression of 
ion channels, neurotransmitter receptors and transporters, restraining patterns of 
network activity and controlling the transition between them (Marques-Smith et al., 
2016a). The intimate association of several such developmental processes —e.g. 
dendritic arbor elaboration and synapse formation— dictates the precise code for a 
coordinated and balanced development of neural circuits. 

Pyramidal neurons receive inhibition in proportion to their afferent synaptic 
excitation levels, meaning excitatory/inhibitory (E/I) balances across cells are stable 
even though afferent excitation levels differ widely (Xue et al., 2014). In addition, with the 
ultimate purpose of maintaining stable and functional networks, any change in, for 
instance, inhibition, will be accompanied by proportional changes in excitation, a concept 
known as homeostatic plasticity (Takesian and Hensch, 2013; Turrigiano, 2012). In fact, 
it is well documented that neurons and networks are highly reactive to, and capable of 
compensating for, changes in their excitatory-inhibitory environment (Xue et al., 2014). 
Yet, a large amount of evidence also shows that some alterations in E/I balance are not 
compensated and can lead to lasting deficits in the adult (Figure 3) (Lippi et al., 2016; 
Marques-Smith et al., 2016a). 

Interestingly, the prevalent view in the field is that, although development is a 
continuous process, there are particularly sensitive developmental windows in which 
modifications in network organization have a long-lasting impact over the lifespan 
(Marín, 2016). These sensitive periods are pivotal milestones for the assembly of neural 
circuits. Some such milestones are directly linked to the maturation of GABAergic 
interneurons and inhibitory circuits, including the switch from depolarizing to 
hyperpolarizing GABA (Ben-Ari, 2002), the generation of transient (early network 
oscillation, ENO; giant depolarizing potentials, GDP) and mature (θ, γ) oscillatory 
rhythms —considered a prerequisite for various cognitive processes—, as well as the 
critical period for ocular dominance plasticity (Marín, 2016). For example, early 
GABAergic activity is required for dendritic elaboration (Cancedda et al., 2007) and giant 
depolarizing potentials (GDPs) by synchronizing developing network activity play a 

                                                 
3 This paragraph contains full extracts from: 
Marques-Smith, A*., Favuzzi, E*., and Rico, B. (2016). Shaping Early Networks to Rule Mature Circuits: Little MiRs Go a Long 
Way. Neuron 92, 1154–1157. *co-first authors 
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central role in their construction (Allène et al., 2008). Consistently, increasing evidence 
is highlighting the crucial role of inhibition in shaping cortical activity (Isaacson and 
Scanziani, 2011). Unveiling how inhibitory and excitatory neurons connect during 
development —i.e. the assembly of neural circuits— as well as identifying the main 
regulators of such a complex process might, therefore, help to shed light on early 
potential therapeutic interventions to restore normal brain function in 
neurodevelopmental disorders (Marín, 2016). 

 
Figure 3. Alterations in E/I balance during particularly sensitive developmental windows are 
not compensated and can lead to lasting deficits in the adult. 
Neurons and neural circuits are plastic and able to compensate for changes in the excitatory-
inhibitory balance except during pivotal milestones for the assembly of neural circuits when 
alterations can have a long-lasting impact over the lifespan. Example of how miR-101 regulates 
the development of neural circuits during a particularly sensitive period and consequently shapes 
mature networks in the adult. Adapted from (Marques-Smith et al., 2016a). 

 
Moreover, inhibition not only provides balance, it also ensures richness in the possible 
dynamic patterns of connectivity within networks of pyramidal neurons. In fact, neural 
circuits show exquisite fine-structure, with spatially proximal cells often participating in 
completely different microcircuits and subnetworks (Lee et al., 2014a, 2014c). As such, 
the study of the development of neural circuits cannot overlook cell-type rules of 
innervation. On the contrary, understanding brain function (and dysfunction) exactly 
requires knowledge on how the precision of its connections is established and 
organized. Wiring specificity implies both cell and synaptic diversity, which, in turn, are 
determined by tightly regulated developmental cell-specific gene programs that 
ultimately sculpt neuronal connectivity. By virtue of the remarkable diversity of 
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interneuron types and connectivity patterns, inhibitory circuits are particularly well suited 
to perform functionally relevant circuit-specific roles (Isaacson and Scanziani, 2011; 
Kepecs and Fishell, 2014). As such, it is surprising that the molecular mechanisms 
underlying interneuron subtype-specific connectivity are so poorly understood. With this 
in mind, we anticipate that gaining insights into how the elaborate organization of 
inhibitory connections is established will lead to an appreciation of how they critically 
contribute to cortical function. 

 
In the next chapters of this introduction, we hope to accompany the reader on a journey 
through the sophisticated ‘courtship-like’ process of neural circuit formation, with a 
constant particular emphasis on wiring specificity. As we hope will become clear during 
the reading (and regardless of whether it is ‘wiring’ or ‘synaptic’), specificity can be 
present only if and when diversity exists. Therefore, because they patently constitute two 
sides of the same coin, we will use the terms “specificity” and “diversity” interchangeably. 
With this introduction, we hope to provide a comprehensive framework of the different 
but coordinated cellular and molecular mechanisms that operate throughout 
development (which, often, also means throughout evolution) to accomplish the ultimate 
purpose of the brain’s exceptional wiring specificity. In trying to do this, we will not 
exclusively confine the description to the mouse cortex; we will also include some 
relevant examples from other brain regions and, very occasionally, from invertebrate 
systems. The reader will probably notice a frequent lack of detailed information about 
inhibitory circuits. Although in the last years we have witnessed an enormous increase in 
our understanding of the development and function of interneurons and inhibitory 
circuits, such knowledge has undoubtedly lagged behind that of excitatory neurons. As a 
prelude to the results of this thesis, in the last chapter, we will zoom out from the 
molecular mechanisms and reexamine interneuron wiring specificity in the context of 
both the background provided and the circuit-specific roles of different interneuron types. 

 

2. Circuit formation and synapse specificity: a long path towards stable 
relations 

The most remarkable feature of the neural circuits is the precision of the synaptic 
circuitry. How does an axon find the right —among numerous available— partner to form 
a synapse that not only functions but also lasts for a long time? The cellular and 
molecular mechanisms underlying the formation of specific synaptic connections have 
long been investigated (Langley, 1895; Speidel, 1942; Sperry, 1963), demonstrating that 
it emerges through an exquisitely complex sequence of developmental processes. This 
includes the appropriate generation, fate determination and positioning of individual cell 
types, neurite extension and axon pathfinding, the creation of elaborated terminal 
arborizations, target innervation, up to mechanisms that control the cellular and 
subcellular specificity of synaptic connections, and then culminates with synaptic 
plasticity (Figure 4). 

Similar in concept to Waddington’s landscape model (Waddington, 1959), each 
step gradually restricts the number of potential synaptic partners and further sculpts 
neuronal connectivity. Regardless of its multiplicity, it is generally agreed that the 
development of neural circuits involves two broad sequential phases. First, mostly 
genetically determined processes lead to a transient and relatively nonspecific contact 
that is stabilized by molecular interactions. Afterward, a series of progressively more 
activity-dependent processes kicks in and ultimately shape brain circuits (Figure 4). 
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Figure 4. Sequence of developmental processes that lead to the formation of neural 
circuits. 
The development of neural circuits involves a first sequence of mainly genetically determined 
events and, next, several progressively more activity-dependent processes. After fate 
determination, neurons acquire polarity and migrate. Afterward, they extend the axon that grows, 
guided by several cues, and ultimately finds its target field where it branches and contacts the 
postsynaptic cell. Subsequently, the contact is stabilized and the assembly and differentiation of a 
synapse occurs, followed by its maturation (collectively: synapse development). Those synapses 
that are not stabilized are eliminated by activity-dependent competitive processes. Each of these 
steps gradually restricts the number of potential synaptic partners and contributes to specifying 
neuronal connectivity. Newly formed neural circuits are plastic and are continuously remodeled 
upon changes in the environment (synaptic plasticity). 

 

3. The importance of being Axon4: growth, guidance and branching 

Before newly generated and specified neurons can differentiate and establish synaptic 
contacts, they migrate—up to thousands of cell diameters—and follow complex routes, 
changing direction at landmarks along the way (Marín et al., 2010). Being critical for the 

                                                 
4 Title freely adapted from Oscar Wilde’s 1895 “The Importance of Being Earnest”, regarded by many as Oscar Wilde’s 
masterpiece. Part satire, part comedy of manners, and part intellectual farce, “The Importance of Being Earnest” reveals the 
portrayal of marriage during the late Victorian era. 
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development of brain architecture, neuronal migration is the very first step of brain 
wiring. As such, migration (in particular tangential migration, as is the case of 
interneurons in the cerebral cortex) contributes to increasing the complexity of the 
cortical circuits (Marín et al., 2010). 

Axon growth and guidance 
Neuronal migration is tightly coupled to axon growth and guidance. In most instances, 
while cells are migrating towards their target, they emit a trailing process (Marín et al., 
2010). In the last phases of migration and once differentiating neurons have reached 
their final position, the trailing process becomes the axon. Of note, in cortical 
interneurons the leading process branches and grows as part of the migratory cycle 
(Marín et al., 2010). An elongating axon has a unique cytoskeleton structure and is 
tipped at its leading edge with a highly motile and sensitive structure, the growth cone. 
While growth cones migrate through the environment toward their future synaptic 
targets, the axons extend rapidly and are steered by a wide range of guidance cues and 
intermediate guideposts (Goldberg, 2003; Lewis et al., 2013). 

By the early 1990s, a burst of research on axon guidance led to the discovery of 
several conserved families of axon pathfinding molecules, providing the molecular basis 
for Sperry's pioneering chemoaffinity hypothesis (Sperry, 1963). Guidance cues 
regulating chemotaxis operate at close or large distances and can either attract or repel 
growth cones. Prominent among these molecules are the netrins, Slits, semaphorins, 
and ephrins (Dickson, 2002; Tessier-Lavigne and Goodman, 1996). In addition to 
extracellular molecules and their corresponding receptors, much has been learned about 
the complex intracellular effectors and signaling pathways that mediate the response of 
the axon to specific cues (Bashaw and Klein, 2010; Dent et al., 2011). Activation of 
specific signaling pathways can alter the directional response elicited by a particular cue 
(attraction versus repulsion). Moreover, signaling events that act locally to modulate 
cytoskeletal dynamics can also result in growth cone collapse or affect the rate of axon 
extension. Downstream effectors and regulators of axon growth include calcium and 
cyclic nucleotide signaling, Rho-family GTPases, kinase cascades and, finally, actin- 
and microtubule-associated proteins that regulate cytoskeletal dynamics (Bashaw and 
Klein, 2010; Dent et al., 2011; Lewis et al., 2013; Navarro and Rico, 2014). Of note, 
recent evidence underscored a role for synaptic proteins in axon growth and guidance. 
For instance, SNARE proteins have been shown to couple axon guidance to the 
membrane dynamics occurring at the growth cone (Barrecheguren et al., 2016; Cotrufo 
et al., 2011). 

The establishment of proper circuit connectivity also requires that different neuronal 
populations respond selectively to guidance cues at particular times and at specific 
locations. Transcription factors act as master regulators of most cellular processes, and 
axon guidance is no exception. For instance, Satb2 and Ctip2 are two mutually 
repressive transcription factors that critically regulate whether neocortical pyramidal 
neurons form interhemispheric or corticofugal connections respectively (Alcamo et al., 
2008; Chen et al., 2005). Another example is how the specific expression of the zinc-
finger transcription factor ZIC2 guides the midline crossing choice made by retinal 
ganglion cell (RGC) axons at the level of the optic chiasm (García-Frigola et al., 2008; 
Herrera et al., 2003). Over the past decade, significant progress has been made in the 
identification of the transcription factors that coordinate the precise spatial, temporal and 
cell-type-specific expression of axon guidance molecules, showing that they critically 
contribute to specifying neural connectivity (Polleux et al., 2007; Santiago and Bashaw, 
2014). 
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Target field recognition 
Just before axonal branching takes place, axon terminals are further sorted into 
restricted target fields, such as appropriate layers or topographic locations (Figure 5). 

 
Figure 5. The coordination and summation several processes specifies neuronal 
connectivity. 
(A) A neuron sends an unbranched axon over a long distance and targets a specific area (e.g. 
visual cortex).  
(B) The axon invades the cortical layers, sending out small branches and terminating in a specific 
layer or in the right topographic zone (e.g. layer 4). 
(C) The axon branches form synaptic contacts with specific postsynaptic targets within the 
neuropil (e.g. dendrites of pyramidal somata). Each of these individual processes plays a role in 
establishing a synaptic pattern although none of them uniquely accounts for synapse specificity. 
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This is well illustrated by how specifically thalamic axons of the visual system enter the 
cortex and extend collaterals in layer 6, then grow straight through layer 5, and terminate 
in layer 4 where they extensively branch and synapse with cortical neurons (Yamamoto 
et al., 1989). Another classic example is represented by SST-positive Martinotti cells, 
which are particularly abundant in neocortical layer V and possess ascending axons that 
arborize in layer I where they establish synapses onto the dendritic tufts of pyramidal 
neurons (Kawaguchi and Kubota, 1997; Wang et al., 2004c). Interestingly, the remaining 
Martinotti cells found throughout layers II-VI also exhibit exquisite target selectivity 
despite the multiplicity of cortical layers contacted (Wang et al., 2004c). 
Although the molecular mechanisms that direct target field specificity are not fully 
understood, there is compelling evidence suggesting that they are not dissimilar from 
those mediating long-range axon guidance. Receptors on growth cones sense maps of 
soluble, membrane-bound, and matrix-associated ligands and navigate by altering their 
direction in response to them (Inoue and Sanes, 1997). In addition, axonal expression of 
hemophilic cell-adhesion molecules, such as cadherins or Ig-like cell adhesion 
molecules (Ig-CAMs), seems to promote layer-specific interactions with corresponding 
populations of neurons that express the same molecule (Poskanzer et al., 2003; 
Yamagata and Sanes, 2008; Yamagata et al., 2002). 

Axon branching 
Axons select appropriate target regions during pathfinding, but it is the last step of axon 
development —their extensive branching and the formation of elaborate terminal 
arbors— that is responsible for virtually all of the synaptic connections of a neuron. Each 
neuron generates a single axon but makes synaptic contacts with many target cells. As 
such, the formation of axon branches not only allows neurons to establish complex 
patterns of connectivity but also provides an additional mechanism for target selection. 
Given its importance in establishing neural circuits, it is surprising how little attention the 
mechanisms underlying axonal branching have received as compared to axon guidance. 

Axon branches can arise through two distinct mechanisms (Gallo, 2011). In the 
neocortex, the emergence of protrusive filopodia and lamellipodia generates branches 
directly along the axon shaft (interstitial branching or axon sprouting). This mechanism 
increases axon coverage to define its “presynaptic territory”, and it is thought to 
contribute to increased network connectivity (Portera-Cailliau et al., 2005). In certain 
circumstances, cortical neurons can branch by splitting of the terminal growth cone 
(axon bifurcation). This second mechanism is linked to axon guidance and to the 
capacity of one single neuron and one single axon to reach two targets that are far apart 
(Gallo, 2011; Lewis et al., 2013). 

Regardless of what type of protrusion gives rise to a branch, time-lapse imaging 
revealed that there is an inverse correlation between growth cone speed and branching 
extension and complexity (Lewis et al., 2013), suggesting that branches extend while 
axons stall or retract. Therefore, different types or concentrations of target-derived cues 
are likely to evoke either further growth or branching in developing axons. Consistent 
with this idea, classical families of axon guidance cues (netrins, Slits, semaphorins, and 
ephrins) —in addition to growth factors, neurotrophins and morphogens— have been 
shown to determine the correct position of branches or to shape the terminal arbors 
(Kalil and Dent, 2014). Further supporting the similarities and cross-talk between axon 
guidance and branching, some of the signaling pathways activated by extracellular cues 
during axon pathfinding (e.g. calcium signaling and Rho GTPases) also regulate the 
formation of branches (Kalil and Dent, 2014; Spillane and Gallo, 2014). 

Of note, neuromodulators, such as serotonin, also play a critical role in axon 
refinement (as well as in axon growth and guidance) (Gaspar et al., 2003). 
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All of these pathways eventually converge on the ultimate effector of axon 
branching, the cytoskeleton. A coordinated reorganization of F-actin filaments and 
microtubules respectively initiates and sustains axon branching (Dent and Kalil, 2001). 
However, just like growth cone-mediated axon elongation, neither actin filaments nor 
microtubules act alone. For example, during the formation and stabilization of axon 
branches the properties of microtubules are regulated by diverse cellular factors, 
including microtubule-associated proteins (MAPs) which bind microtubules along their 
lengths and thus critically regulate cytoskeletal dynamics (Armijo-Weingart and Gallo, 
2017). 

4. An Ideal Husband, Act I5: post-synaptic target recognition 

Within a target field, the widespread branching of an axon results in random and 
transient contacts with both neuropil and somas of countless different cells. However, 
axon terminals are endowed with exquisite ability to discriminate their correct synaptic 
targets among a dense array of potential partners (Figure 5). 

Almost a hundred years ago Speidel saw this process during development of the 
innervation of the tadpole’s tail fin: the ingrowing axons branched profusely before some 
terminals connected with skip or muscles. Subsequently, unwanted branches were 
eliminated by autotomy or withdrawal (Speidel, 1942). Post-synaptic target selection and 
synapse formation in the mammalian cerebral cortex is no different. While correct 
contacts are made on the basis of chance, permanent connections are formed as a 
result of chemoaffinity (Sperry, 1963). 

Molecular mechanisms of target recognition 
Several chemoaffinity-based recognition strategies exist —from invertebrates to the 
cerebral cortex in mammals— that cooperatively ensure correct matching of synaptic 
partners (Figure 6) (Christensen et al., 2013; Lu et al., 2009; Williams et al., 2010; 
Yogev and Shen, 2014). 

Transmembrane cell adhesion molecules (CAMs), which mediate recognition of 
partner cells and tethering of their membranes, are uniquely suited for this role. Cell 
adhesion molecules, among which a prominent role is played by cadherins, serve both 
as permissive adhesion substrates and as recognition tags. As such, they have been 
shown to trigger transient, weak and relatively nonspecific as well as strong and more 
selective contacts between putative synaptic partners (Fannon and Colman, 1996; 
Shapiro et al., 2007; Takeichi, 2007). In addition to cadherins, distinct leucine-rich repeat 
(LRR) proteins are expressed in different cell types and can regulate input-specific target 
selection. For example, Netrin-Gs interact with members of the leucine-rich repeat (LRR) 
family of cell adhesion proteins called Netrin-G ligands (NGLs). Different Netrin-Gs are 
expressed on the surface of distinct axonal populations and determine dendritic 
clustering of their respective postsynaptic NGLs in a pathway-specific manner (Lin et al., 
2003; de Wit and Ghosh, 2014). 

Worth mentioning, as an alternative to the binary code of presence or absence of 
adhesion molecules, connectivity can be specified by generating gradients of expression 
levels of a given molecule. A combination of qualitative (identity) and quantitative 
(levels) aspects determines the type and strength of the resulting cell-cell interaction 
and hence adds greater complexity to the control of synaptic specificity (Hirano and 
Takeichi, 2012). This is how, in the fly olfactory system, a dorsolateral-to-ventromedial 

                                                 
5
 For readers interested in literature insights: Oscar Wilde's 1895 play "An Ideal Husband" concerns marriage. "An Ideal 

Husband" enfolds you in a dream world of Victorian London people, flirting and exchanging bons mots. With decadent irony, 
Wilde offers insights into the perils of idealization, and simultaneously reveals how human imperfections characterize personal 
relationships. 
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gradient of the transmembrane Semaphorin Sema-1a instructs projection neuron 
dendritic targeting in the antennal lobe (Komiyama et al., 2007). 

Transmembrane molecules that mediate contact-dependent repulsion, such as 
Dscam in Drosophila or protocadherins in mammals (Hayashi and Takeichi, 2015) also 
play a role in directing synapse specificity. For example, repulsive interactions between 
similar Dscam isoforms ensures correct partner choice in tetrad synapses of the 
Drosophila lamina (Millard et al., 2010). 

 
Figure 6. Several chemoaffinity-based recognition strategies cooperatively ensure correct 
matching of synaptic partners and synapse specificity. 
Model mechanisms for synaptic specificity during development. Interactions with appropriate 
synaptic partners can be accomplished through (A) contact-dependent recognition (green) or (B) 
contact-dependent repulsion (red). Alternatively, attractive (C) or repulsive (D) secreted cues 
derived from target cells can guide the axons towards the appropriate target. (E) The formation of 
transient synapses with guidepost cells (squares) can provide a means of prepatterning synaptic 
structures before final target cells have arrived or matured in the target area. In some systems, 
guidepost cells are transient populations that are eliminated by cell death once the final wiring 
pattern has been accomplished. (F) Intracellular signals (e.g. calcium) contribute to marking the 
correct target recognition by activating intracellular pathways. 
 

It is important to note that, in many cases, target cell recognition may be fairly 
considered a kind of short-range axon guidance (Sanes and Yamagata, 2009). As such, 
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secreted and transmembrane guidance cues may play a role not only en route to a 
target region but also within it, thus directly contributing to synaptic choices. Because of 
its topographic connections, the vertebrate retina is the structure that probably best 
illustrates how homophilic interactions among cell surface molecules generate 
sublaminar and hence synaptic specificity. In fact, in the retinotopic system, a map of 
axon position is converted into a map of synaptic connectivity without the need for 
positional labels on the target cells (Missaire and Hindges, 2015; Sanes and Yamagata, 
2009; Yogev and Shen, 2014). 

In addition, attractive and repulsive secreted cues have also been identified as 
mediators of target recognition. An example is the specific secretion of Sonic Hedgehog 
by postsynaptic deep-layer neocortical projection neurons which promotes synapse 
formation with callosal presynaptic terminals expressing the receptor Brother of CDO 
(Boc) (Harwell et al., 2012). 

Furthermore, a number of inhibitory secreted molecules have been shown to be 
implicated in synapse specificity. In the C. elegans DA9 motorneuron, presynapse 
formation onto postsynaptic muscles is restricted to the dorsal axon by specific secretion 
of two diffusible molecules, Wnt homolog LIN-44 and UNC-6/Netrin from ventral cells 
(Klassen and Shen, 2007; Poon et al., 2008). However, probably the best example of 
repulsive secreted molecules that direct synapse specificity are Semaphorins which, in 
addition to their role in axon guidance, have been shown to inhibit inappropriate target 
selection in multiple systems and throughout evolution (Ding et al., 2011; Matsuoka et 
al., 2011a, 2011b; Mizumoto and Shen, 2013; Pecho-Vrieseling et al., 2009; Tran et al., 
2009). 

Importantly, the extracellular matrix provides an ideal substrate to bind and retain 
secreted specificity cues (Xiao et al., 2011; Yamagata and Sanes, 2005). This is well 
illustrated by how a basement membrane type IV Collagen retains Slit1a secreted by 
neurons in the zebrafish optic tectum (Xiao et al., 2011). This binding is critical for the 
assembly of lamina-specific connections, raising the possibility that similar mechanisms 
might also be in place during target recognition. 

Moreover, positive and inhibitory diffusible cues may also be expressed by 
nontarget cells, such as guidepost cells. In the cerebellar cortex, the immunoglobulin-
like protein Close Homologue of L1 (CHL1) directs the stellate cell axons to specific 
dendritic regions in Purkinje cells. Interestingly, CHL1 is not expressed in the target cell 
itself but in neighboring Bargmann glia that function as guidepost cells (Ango et al., 
2008). Determination of target specificity by a signal from nearby guidepost cells has 
also been reported in C. elegans (Colón-Ramos et al., 2007). 

Although many intracellular effectors undoubtedly still await discovery, a direct 
relationship between local calcium signals and target recognition has been shown, 
suggesting that differences in intracellular signaling also contribute to specifying 
connectivity (Lohmann and Bonhoeffer, 2008). 

Once again, as for axon guidance, the ultimate level at which target recognition 
appears to be regulated is transcription. Seminal work on the mechanisms that control 
cellular target specificity in the spinal cord revealed how intrinsic transcriptional 
programs regulate the expression of specific surface molecules (Pecho-Vrieseling et al., 
2009; Vrieseling and Arber, 2006). 

Finally, it is worth mentioning two other aspects that can regulate the assembly of 
synapses and, in a broader sense, the selectivity inherent in their formation: timing and 
the use of post-translational modifications. Both aspects are well illustrated by the 
observation that polysialic acid (PSA), which is attached to the cell adhesion molecule 
NCAM, prevents precocious maturation of GABAergic synapses in the visual cortex of 
mammals and, thus, regulates the onset of ocular dominance plasticity (Di Cristo et al., 
2007). This and other works (Deguchi et al., 2011; Imamura et al., 2011; Petrovic and 
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Hummel, 2008; Tripodi et al., 2011) provide some support to Jacobson's outdated 'timing 
hypothesis' (Jacobson, 1969) and suggests that, in some cases, timing of innervation 
can be used together with other recognition cues to determine synapse specificity. 

Subcellular specificity 
Because of the highly polarized structure of neurons, the subcellular location of synaptic 
inputs profoundly impacts the response of the postsynaptic cell and hence the function 
of neural circuits. In particular, the relative position of synapses along the axo-somato-
dendritic axis critically and differentially affects the generation of action potentials. It is 
therefore not surprising that synapse formation mostly occurs with subcellular precision. 
But why ‘wasting time and energy’ targeting, for instance, the cell body of a given cell 
and, only after, a specific subcellular compartment when we could use a combinatorial 
molecular code to achieve both goals at the same time? It seems that evolution agrees 
with us. Although, for the sake of simplicity, in the examples above specificity was 
considered on a whole-cell targeting basis, clearly it often involved —and directly 
resulted in— subcellular specificity as well. 

Moreover, many brain structures are divided in layers or laminae where specific 
subcellular domains of the target cell lay. As a result of the laminar organization of 
certain subcellular domains, some of the previously described target field recognition 
may also inherently determine subcellular specificity. In addition to the abovementioned 
example of how retinal axons are guided to and topographically organized within their 
target field, another paradigm can be found in the rodent hippocampus. In the Cornu 
Ammonis (CA) regions, the dendritic tree of pyramidal neurons branches specifically 
(and extensively) in the strata radiatum and lacunosum-moleculare. Consequently, for 
some dendritic inputs, the laminar distribution of the targeting axons also determines 
their subcellular localization (Frotscher et al., 1997; Sanes and Yamagata, 1999). Yet, 
how does a thalamic input in the CA1 region of the hippocampus select between 
pyramidal cell dendrites in the stratum lacunosum or the dendrites of at least ten 
different types of interneurons? This could be considered another example of cellular 
specificity possibly being determined at the same time (or after) the subcellular one. 

Therefore, it is important to note that, although we have presented them as a 
separate sequence, all these selection processes are often overlapping both temporally 
and mechanistically. This concept is further supported by the similarity of cues and 
molecules that have been shown to determine subcellular specificity to the ones 
described in the previous examples (de Wit and Ghosh, 2016; Yogev and Shen, 2014), 
with once again the aforementioned cadherins playing a recurrent key role (Rebsam and 
Mason, 2011; de Wit and Ghosh, 2016). Remarkably, these choices can also be made 
later, at the level of assembling synapses [(Williams et al., 2011), see next chapter]. 

Nevertheless, at least some mechanisms of subcellular specificity seem to follow a 
precise temporal sequence and involve a restriction of a formerly determined cellular 
specificity. In the cerebellum, specialized inhibitory basket neurons synapse specifically 
onto the axon initial segment (AIS) of Purkinje neurons. During development, basket 
axons travel first to Purkinje somata and are then guided to the AIS where they 
eventually develop synapses (Ango et al., 2004). Some evidence suggests that this 
could be due to the ability of the membrane-associated adaptor protein Ankyrin-G to 
restrict expression of several cell adhesion molecules to the AIS, including the L1 cell 
adhesion molecule neurofascin. These molecules might then act as recognition signals 
and thus guide the axon to the AIS (Ango et al., 2004). With this being the only known 
instance so far of subcellular specificity arising from a restriction of cellular specificity 
and since the molecular mechanisms that establish subcellular domains are not fully 
understood (de Wit and Ghosh, 2016), the question remains as to how common this 
mechanism is in different neurons, regions and organisms. 
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In summary, two general principles can be inferred from the global picture drawn so 
far. First, both evolution and development bring recurrent molecular mechanisms (Figure 
6) and sometimes even recurrent type of molecules, such as semaphorins or cadherins, 
back to achieve the common goal of synapse specificity. Second, synapse specificity 
can take many ‘forms’ (Figure 5), yet each of these individual processes plays a role in 
establishing a synaptic pattern but probably does not uniquely account for it. In the 
establishment of particular sets of connections, all these processes are anything but 
independent; their coordination and summation are critical to accomplishing the ultimate 
purpose of specifying connectivity. 

5. An Ideal Husband, Act II: synapse formation and maturation 

Once matching synaptic partners are in contact, they engage in some ‘cell-to-cell 
serious talk’ —bidirectional signaling mediated by signaling molecules— that ultimately 
leads to the assembly and differentiation of pre- and postsynaptic membrane 
specializations. 

Forming a synapse 
Synapses are specialized, highly asymmetric intercellular junctions through which 
neurons communicate. Forming a synapse requires the first immature contact to be 
followed by a coordinated assembly of components on either side of the synaptic cleft. 
On the presynaptic side, synapse differentiation begins with the formation of an ‘active 
zone’ where neurotransmitters are released into the synaptic cleft. On the postsynaptic 
side, receptors and signaling molecules are induced and localized, conferring the 
capacity to transduce the given signal into a postsynaptic response. 

Which are the molecules that in the mammalian brain drive these structural and 
functional changes in developing synapses? With regard to this question, the 2000s 
were to synapse formation what the 1990s were to axon guidance: an exciting era in 
which several so-called ‘synaptogenic molecules’ were brought to light. Although cell 
adhesion molecules had long been known to hold synaptic membranes together, it was 
only relatively recently that heterophilic or homophilic interactions between some 
membrane-bound molecules were shown to have an instructive role and critically trigger 
synapse formation (Biederer et al., 2002; Linhoff et al., 2009; Scheiffele et al., 2000). 
Such molecules have a cohesive role in the initial establishment of a synaptic contact, 
thereby aligning pre- and postsynaptic specializations with each other. In addition, they 
also initiate trans-synaptic signaling events and, thus, function as key synaptic 
organizers (Siddiqui and Craig, 2011). 

The best example of cell adhesion molecules with both adhesive and inducing 
function at synapses are neuroligins and neurexins. Interaction of neurexin with 
neuroligin results in bidirectional differentiation signals and recruitment of additional pre- 
and post-synaptic proteins, respectively (Scheiffele, 2003; Shen and Scheiffele, 2010; 
Siddiqui and Craig, 2011). Of note, neurexin-neuroligin adhesion complexes promote 
both excitatory and inhibitory synapse formation (Chih et al., 2005; Prange et al., 2004; 
Ullrich et al., 1995), although different variants seem to have a bias toward a specific 
class (Siddiqui and Craig, 2011). As a retrograde signal, the neurexin-neuroligin 
complex organizes the presynaptic compartment, inducing the accumulation of active 
zone components and synaptic vesicles as well as the release of neurotransmitters upon 
depolarization. The response triggered in the postsynaptic cell is equally profound: 
postsynaptic scaffolding molecules and neurotransmitter receptors are recruited to 
synaptic sites and, for excitatory synapses, dendritic spines are formed (Siddiqui and 
Craig, 2011). 
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The elegant experiment that led to the discovery of neuroligins and neurexins as 
potent inducers of synapse formation has become a ‘classic’ of neuroscience. In this 
assay, non-neuronal cells expressing a candidate synaptic cell adhesion molecule were 
co-cultured with neurons, and the formation of synapses by the neuron on the non-
neuronal cell was examined (Scheiffele et al., 2000). 

Assay systems that are similar to those used for the characterization of the 
neurexin-neuroligin complex led to the discovery of several other synaptogenic adhesion 
complexes, such as the cell adhesion molecule, SynCAM (Biederer et al., 2002) or 
members of the leucine-rich repeat (LRR) family of cell adhesion proteins (de Wit and 
Ghosh, 2014, 2016; de Wit et al., 2011). 

LRR proteins, including LRR transmembrane neuronal proteins (LRRTMs), Slit- and 
Trk-like proteins (Slitrks) and Netrin-G ligands, are key organizers of excitatory and/or 
inhibitory synapses in the central nervous system (de Wit and Ghosh, 2014, 2016; de 
Wit et al., 2011). Cell surface proteins containing an extracellular LRR domain are 
generally localized to the postsynaptic membrane and interact with distinct presynaptic 
partners, including neurexins (de Wit et al., 2009). 

Finally, in addition to neuroligins and specific LRR proteins, another structurally 
distinct ligand pair, the complex of Cbln1-GluRδ2, was also identified as the trans-
synaptic binding partners for a specific neurexin isoform in the cerebellum (Matsuda et 
al., 2010; Uemura et al., 2010). 

All synaptic organizers, like neuroligins or LRR proteins, have two fundamental 
properties: (1) ability to activate a trans-synaptic signaling cascade that stabilizes a first 
transient synaptic contact and (2) instructive ability to produce presynaptic terminals with 
a complete physiological complement, as shown by induction of presynaptic 
differentiation in co-culture assays (Shen and Scheiffele, 2010).  

The resulting synapses are functional but immature. Subsequently, a combination 
of intrinsically determined genetic programs and activity-dependent processes mediates 
synapse maturation. 

Synapse maturation 
Immature excitatory and inhibitory synapses are constantly generated at a high rate in 
the developing brain. Many of such synapses are eliminated during circuit refinement, 
but a subset is selected for maturation and stabilized. The role of activity in driving the 
maturation of newly generated synapses is a long-standing, well-documented staple in 
developmental neuroscience (Katz and Shatz, 1996). It was only very recently, however, 
that solid evidence was provided for a comparable critical role of activity-independent 
genetically predetermined developmental programs in basic circuit connectivity (Sando 
et al., 2017; Sigler et al., 2017; Varoqueaux et al., 2002; Verhage et al., 2000). 

The maturation of a synapse involves a morphological expansion of the synaptic 
junctional membrane that is intimately related to both an increased efficacy of 
presynaptic neurotransmitter release and a mature profile of postsynaptic receptors. 
Despite obvious fundamental differences in the maturation of excitatory versus inhibitory 
synapses associated with the release of different neurotransmitters and although much 
less is known about inhibitory compared to excitatory synapses, it appears that the basic 
organizing principles of synapse maturation hold true for both classes (Fossati et al., 
2016; Fritschy et al., 2012; Huang and Scheiffele, 2008; McMahon and Díaz, 2011; 
Sassoè-Pognetto et al., 2011; Sheng and Kim, 2011; Siddiqui and Craig, 2011). 

The maturation of a synapse involves both structural and functional changes and 
affects: (1) type and abundance of post-synaptic receptors, (2) scaffold proteins, (3) 
cytoskeleton structure, (4) presynaptic active zone, (5) presynaptic release and (6) 
subunit composition of post-synaptic receptors (Figure 7). 
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The first step in synapse maturation is the synaptic incorporation of clusters of 
AMPA (for excitatory synapses) and GABAA (for inhibitory synapses) receptors (Huang 
and Scheiffele, 2008; O’Brien et al., 1998). The importance of this step has been well 
studied for glutamatergic synapse maturation. Immature excitatory synapses are ‘silent’ 
(Graf et al., 2004) meaning that they contain only NMDA but lack AMPA receptors (Isaac 
et al., 1995; Liao et al., 1995). NMDA receptors (NMDARs) are largely non-conducting at 
resting membrane potentials but conduct at depolarized membrane potentials. Synaptic 
accumulation of AMPA receptors (AMPARs) and consequent AMPA receptor-mediated 
depolarization leads to the simultaneous activation of NMDA receptors and, thus, to the 
further potentiation of the synapse (Hanse et al., 2013). Of note, most regulators of 
synapse maturation play a role precisely in this first critical step, further underscoring its 
prominence [(Dalva et al., 2000; DeNardo et al., 2012; Kalashnikova et al., 2010; Kim et 
al., 2006; Ko et al., 2006; O’Brien et al., 1999; Siddiqui et al., 2013), see also Part II of 
the thesis]. Although less studied, regulation of GABAA receptor trafficking is thought to 
critically determine inhibitory synaptic strength in a relatively similar way (Luscher et al., 
2011). 

Synapse maturation also involves recruitment of scaffolding proteins, abundant and 
essential components of the postsynaptic specialization (Kim and Sheng, 2004). 
Scaffold proteins anchor both neurotransmitter receptors and adhesion molecules linking 
them with downstream signaling proteins. At the excitatory synapses, such scaffold 
proteins include the membrane-associated guanylate kinases (MAGUKs), among which 
prominent in synapse maturation is the role of PSD95 (Béïque et al., 2006; Ehrlich et al., 
2007; El-Husseini et al., 2000; De Roo et al., 2008; Sala et al., 2001; Zheng et al., 
2011). Likewise, the scaffold protein gephyrin and several gephyrin-associated proteins 
are recruited at the inhibitory synapses (Fritschy et al., 2008; Poulopoulos et al., 2009; 
Tyagarajan et al., 2011).  Scaffold proteins also bind to and regulate the dynamics of the 
subsynaptic cytoskeleton, another structural element that undergoes profound 
remodeling on both sides of the maturing synapse. Postsynaptically, actin dynamics 
structurally support the generation of dendritic spines, the site of most excitatory 
synapses and some inhibitory synapses associated with them (Chiu et al., 2013; Ethell 
and Pasquale, 2005; Fukazawa et al., 2003; Hlushchenko et al., 2016). Presynaptically, 
the cytoskeletal structure supports the mature molecular organization of the active zone 
(Gundelfinger and Fejtova, 2012; Schoch and Gundelfinger, 2006). At both classes of 
synapses, this maturation results in stabilization of mobile vesicles pools (Fu et al., 
2012; Toth et al., 2013), one of the most important determinants of the reliability of 
synaptic transmission (Südhof, 2013). Accordingly, such presynaptic changes lead to an 
increased release of neurotransmitter, which, in turn, further potentiates the synapse 
(Lauri et al., 2007). 

Other functionally relevant changes required for synapse stabilization and to 
increase synapse strength are the switch in the synaptic NMDAR subunit composition 
from GluN2B- to GluN2A-containing NMDARs (Bellone and Nicoll, 2007; Sanz-Clemente 
et al., 2013) and a similar developmental change in GABAA receptor subunits 
(Galanopoulou, 2008; Ortinski et al., 2004). Of note, although excitatory synapse 
maturation on different types of GABAergic interneurons is also characterized by 
analogous developmental changes, they exhibit remarkable heterogeneity with regard to 
the type, composition or relative abundance of glutamate receptors (Matta et al., 2013). 

Finally, in addition to the molecules listed above, multiple sets of proteins are 
recruited in a subtype-specific manner to the maturing pre- and postsynapse and 
regulate synapse development in specific neuronal cell types (Dunah et al., 2005; 
Fazzari et al., 2010; Li et al., 2007; Lovero et al., 2015; Pelkey et al., 2015). 
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Figure 7. Structural and functional changes that lead to the maturation of a synapse. 
The basic organizing principles of synapse maturation are shared by both excitatory (A) and 
inhibitory (B) synapses and include modifications in (1) type, composition and abundance of post-
synaptic receptors, (2) scaffold proteins, (3) pre- and postsynaptic cytoskeleton structure, (4) 
presynaptic active zone and consequent presynaptic release. Note that the numbers do not 
implicate a strict temporal order of such events. Several additional synapse-specific proteins are 
recruited in each of these steps and further contribute to the maturation of different types of 
synapses. 

Processes driving synapse maturation 
What causes this gigantic and elaborate synapse construction? The current view is that 
the initial molding is likely to result from bidirectional signals triggered by the very same 
adhesion systems that initiate synaptogenesis (Sigler et al., 2017). In turn, such 
genetically predetermined synaptic pathways promote recruitment of key synaptic 
components and regulators responsible for the subsequent transformation. For example, 
Neuroligin 2 interacts with gephyrin and recruits gephyrin-associated proteins to 
inhibitory postsynapses (Poulopoulos et al., 2009). 

The cell-autonomous processes dictated by genetic programs are critically 
complemented by signaling via trophic factors and guidance cues, secreted by both 
neurons and glial cells (Christopherson et al., 2005; Clarke and Barres, 2013; Hall et al., 
2000; Huang et al., 1999; Ledda et al., 2007; Ohba et al., 2005; Poo, 2001; Terauchi et 
al., 2010; Umemori et al., 2004). Moreover, both glutamate and GABA release play a 
critical role. Interestingly, GABA signaling —which, in developing neurons, is 
depolarizing and supports synchronous network activity (Ben-Ari, 2002) — appears to 
be critical for both excitatory and inhibitory synapse maturation (Chattopadhyaya et al., 
2007; Fu et al., 2012; Hanse et al., 1997; Huupponen et al., 2013; Leinekugel et al., 
1997; Owens and Kriegstein, 2002), underscoring the importance of a coordinated 
development of both systems to achieve a balanced and stable mature network 
(Marques-Smith et al., 2016a). As such, the developmental program independent of 
neurotransmitter signaling “lays out a carpet” of functional synapses onto which activity 
leaps and operates. 

The increase in presynaptic neurotransmission allows a release-dependent further 
potentiation of nascent synapses (Katz and Shatz, 1996; Okabe et al., 1999; Philpot et 
al., 2001; Rao and Craig, 1997; Star et al., 2002). For example, correlated pre- and 
postsynaptic activity increases the synaptic incorporation of AMPARs (Durand et al., 
1996; Liao et al., 1995). As sensory systems mature and sensory input increases, 
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activity-dependent changes in synapse number, structure and function take place. 
Those synapses that are not stabilized and fail to become potentiated are consequently 
targeted for elimination and phagocytosed by astrocytes and microglia (Bian et al., 2015; 
Chung et al., 2013; Clarke and Barres, 2013; Hall and Ghosh, 2008; Hanse et al., 2009; 
Kettenmann et al., 2013; Lee et al., 2014b; Mataga et al., 2004; Schafer and Stevens, 
2010; Stevens et al., 2007; Wu et al., 2012b). This elimination process is driven by 
neuronal activity and serves as a way for neural activity to carve connectivity during the 
maturation of the synaptic circuit. Conversely, at potentiated synapses, neural activity 
induces entire transcriptional programs that further sculpt the final synaptic patterns 
(Chattopadhyaya et al., 2004; Chen et al., 2003; Flavell et al., 2006; Lin et al., 2008; 
Majdan and Shatz, 2006; West and Greenberg, 2011). It is however of primary 
importance to highlight that these “final synaptic patterns” are nothing more than a 
modeling clay whose shaping extends into the entire postnatal life and is regulated by 
experience (experience-dependent synaptic plasticity, see Part II of the thesis). 

What does generate synapse diversity? 
At which of the different stages of their development the synapses acquire the 
exceptional diversity that characterizes them and that ultimately determines the diversity 
of neural circuits distinctive of our brain? 

An important consideration should be done in the context of wiring specificity and in 
relation to the synaptic organizers: molecules like neuroligins, SynCAM and the majority 
of LRR proteins are ubiquitously expressed. As such, it is hard to imagine how specificity 
would be generated if synapse development was triggered only by these molecules 
(Südhof, 2006). How could neurons end up with the staggering diversity of different 
types of inhibitory synapses? Or, more strictly, how could they even build inhibitory —
and not only excitatory— synapses? Given the apparent promiscuity of initial 
synaptogenesis, it was postulated that other synaptic proteins might be more important 
for wiring specificity than these conventional —albeit essential— core building blocks 
mediating the early formation of synapses (Südhof, 2006). 

Although not patently wrong, what this assumption did not take into account is the 
exceptional diversity of both isoforms (e.g. neurexins) and ligands (e.g. LRRTMs) that 
the aforementioned synaptic organizers can combine in a cell- or circuit-specific manner 
to achieve the ultimate goal of synaptic diversity and wiring specificity (Aoto et al., 2013; 
Chen et al., 2017; Levinson and El-Husseini, 2005; Traunmüller et al., 2016; de Wit and 
Ghosh, 2016). For example, Neuroligin 2 selectively induces GABAergic presynaptic 
differentiation (Chih et al., 2006) and pan-neurexin deletion produces dramatically 
diverse synaptic phenotypes at different types of synapses (Chen et al., 2017). It is 
nevertheless true that, in addition to ubiquitous synaptic organizers, synaptic proteins 
specifically expressed in distinct populations of neurons provide a further level of 
molecular diversity. As such, they are uniquely suited to exert a more fine-tuned control 
of synapse and circuit formation. In contrast to synaptic organizers, such synaptic 
regulators do not drive a near-complete program for pre- and postsynaptic differentiation 
but are essential to confer cell type- and synapse type-specific identities which, in 
turn, critically sculpt neuronal connectivity (Emes and Grant, 2012; de Wit and Ghosh, 
2016). 

If we adopt once again a historical perspective on neuroscience, we find ourselves 
in the present. Concomitant with the revolutionary advances in single-cell techniques 
that fostered a burst of interest in cell diversity (Harbom et al., 2016; Poulin et al., 2016; 
Shapiro et al., 2013; Wang and Navin, 2015), over the past 6 years we have witnessed a 
remarkable increase in our understanding of the cell-specific synaptic mechanisms that 
control wiring specificity, although undoubtedly many more still await discovery. A first 
process in which cell type-specific synaptic proteins can contribute to the remarkable 
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diversity of brain circuits is synapse formation sensu stricto. The presence or absence 
of given proteins involved in synapse formation can dictate whether a transient contact is 
transformed in a synapse or not. 

An excellent example of this selective synaptogenesis onto correct targets is how 
cadherin-9 (Cdh9) regulates synapse formation of dentate gyrus (DG) axons onto CA3 
but not CA1 pyramidal neurons in the hippocampus (Williams et al., 2011). Remarkably, 
the permissive choice here is neither made at the level of axon targeting nor at the level 
of synapse elimination. DG axons do not grow preferentially toward CA3 cells —and, in 
fact, they contact dendrites of both DG and CA1 cells— but do preferentially innervate 
only CA3 neurons. 

Other aspects of the later stages of synapse development are also regulated in a 
cell- or type-specific manner. For example, neuronal activity regulated pentraxin (NARP), 
Eph receptor tyrosine kinases and several LRR proteins specifically regulate excitatory 
synapse differentiation and/or maturation due to their ability to recruit key 
components of the excitatory synaptic machinery (e.g. AMPA receptors) to the 
postsynaptic density [(Dalva et al., 2000; DeNardo et al., 2012; Kalashnikova et al., 
2010; Kim et al., 2006; Ko et al., 2006; O’Brien et al., 1999; Pelkey et al., 2015; Siddiqui 
et al., 2013), see also Part II of the thesis], or to the presynaptic terminal (Figure 8) 
(Takahashi et al., 2012; Toth et al., 2013). 

 
Figure 8. Examples of mechanisms driving synapse specificity. 
Cell type- or subtype-specific synaptic organizers (e.g. Neuroligin 2) and adhesion molecules (e.g. 
Slitrk3, LRRTM4, Cdh9) involved in synapse formation are the first mechanism underlying 
synapse diversity (1). In addition, several proteins generate specificity at the level of synapse 
maturation (2). These proteins can act at the postsynaptic site and regulate the synaptic delivery 
or the composition of postsynaptic receptors (e.g. NARP). Mediators of subtype-specific synapse 
maturation can also act presynaptically (e.g. FGF22 is secreted from the postsynaptic cell and 
regulates excitatory synapse maturation whereas FGF7 is secreted from the same cell but 
regulates inhibitory synapse maturation). An additional level for generating synapse diversity and 
ultimately imparting specificity on synaptic connections is the regulation of synaptic properties (e.g. 
Elfn1 target-induced control of presynaptic release properties of some excitatory synapses but not 
others). Note that, apart from the ones shown in this schematic drawing, many other synapse 
subtype-specific proteins have been described for excitatory synapses. Conversely, the schematic 
is comprehensive of all molecules so far known to generate inhibitory synapse specificity. 
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Worth mentioning, all these studies revealed several proteins selectively regulating 
different aspects of excitatory synapse formation or function. Conversely, very little is 
known about the molecules mediating inhibitory synapse specificity (Takahashi et al., 
2012). Compounding the issue, the identity of molecules involved in regulating synapse 
diversity within —the very diverse— class of inhibitory synapses is still essentially 
unknown. 

Another process in which cell type-selective proteins impart specificity on synaptic 
connections is the determination of synaptic properties, both pre- and postsynaptically. 
In this context, the target-induced differences in presynaptic release properties 
depending on the expression of the LRR protein Elfn1 are particularly illustrative 
(Sylwestrak and Ghosh, 2012). In the CA1 region of the mouse hippocampus, pyramidal 
cell axons contact both somatostatin-positive (SST+) interneurons, which express Elfn1, 
and parvalbumin-positive (PV+) cells, that do not express this protein. As a result of 
Elfn1 function, the two classes of synapses made by the same axon have strikingly 
different functional characteristics: synapses made onto SST+ cells are strongly 
facilitating (low release probability), whereas synapses onto PV+ cells are depressing 
(high release probability). 

Another example of regulation of synaptic specificity at the level of late synapse 
maturation is provided by the RNA-binding protein SLM2. SLM2 is essential for 
functional specification of glutamatergic synapses and drives an excitatory synapse-
specific alternative splicing program that selectively controls glutamatergic transmission 
and plasticity (Traunmüller et al., 2016). The activity-dependent transcriptional regulation 
induced in the last phase of synapse maturation also exhibits a high degree of 
selectivity. The transcription factor Npas4 drives a transcriptional program that 
specifically regulates inhibitory synapse development (Lin et al., 2008). Remarkably, 
these studies identified transcriptional and post-transcriptional events as critical 
determinants of synapse specificity and, once again, showed how selective master 
regulators that globally influence protein expression ultimately contribute to the diversity 
of cortical circuits. 

It is important to emphasize that the existence of cell-specific mechanisms 
responsible for the superb combination of specificity and diversity of neural circuits is not 
limited to synapse development or synaptic properties; they operate throughout 
development and, as such, characterize and influence all steps of brain wiring. Exactly 
like how molecular codes ensure the specificity of neuronal target selection before 
synapse formation (see previous chapter), cell- or cell type-specific programs also 
function after synapse formation, for example in circuit remodeling (van Versendaal et 
al., 2012; Vidal et al., 2016) and synaptic plasticity (Blackman et al., 2013; Bloodgood et 
al., 2013; Pelkey and McBain, 2008; Spiegel et al., 2014; Toth et al., 2013). Noteworthy, 
the very same proteins responsible for synaptic diversity during development can then 
be re-used in a cell-specific manner during experience-dependent plasticity [(Bloodgood 
et al., 2013; Lin et al., 2008; Spiegel et al., 2014; Sun and Lin, 2016), see also Part II of 
the thesis]. Nevertheless, —of all steps that lead to the formation of neural circuits— 
those involving the creation of synapse specificity are the ones with arguably the higher 
potential to, in turn, generate wiring specificity. From core synaptic organizers to 
transcription factors to proteins that regulate the clustering of transmitter receptors, they 
all orchestrate the masterpiece of synapse diversity: molecules with different molecular 
composition, structure and partners connect specific presynaptic and postsynaptic cells, 
control exactly where and when to form which type of synapses, and even which 
functional properties these synapses have. The only sour note, that may cause the 
reader to shudder, is the lack of knowledge of how the exceptional diversity of the 
inhibitory circuits is generated. 
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6. Subtype-specific connectivity and function of inhibitory GABAergic circuits 

The variety of inhibitory GABAergic connections is arguably the quintessence of 
synapse diversity. While some progress has been made towards understanding the 
molecular and structural components that broadly distinguish inhibitory synapses and 
their assembly (Chih et al., 2005, 2006; Kuzirian and Paradis, 2011; Takahashi et al., 
2012), the molecular mechanisms underlying interneuron subtype-specific connectivity 
are largely unknown. 

Every complex system appears chaotic until organizing principles are revealed. As 
such, understanding how this elaborate organization of inputs is established will lead to 
an appreciation of how the computational power of single neurons is implemented at the 
circuit level to produce behavioral outcomes. The functional relevance of interneuron 
synapse diversity is demonstrated by the circuit-specific roles of precise interneuron 
types and by the impact such difference has on cortical computation (Isaacson and 
Scanziani, 2011; Kepecs and Fishell, 2014). 

Apart from characteristically safeguarding brain networks against runaway 
excitation, individual interneuron types differentially normalize the activity of local 
excitatory networks. In particular, they potently influence the flow of information by 
providing (or not) feedforward and feedback inhibition, engage in disinhibitory circuits 
and thus increase activity, segregate pyramidal cell populations by imposing lateral 
inhibition and can also synchronize pyramidal cell assemblies. For example, PV+ axo-
somatic and axo-axonic inhibitory inputs are strategically positioned to control the 
spiking output of principal cells. As such, they have been shown to modulate the gain of 
sensory responses (Kuhlman et al., 2013; Wilson et al., 2012; Xue et al., 2014; Yazaki-
Sugiyama et al., 2009). In addition, and among other critical functions, PV+ basket cell 
synchronous firing coordinates the spiking of local subsets of pyramidal cells in the 
gamma frequency band, thus critically influencing the generation of network oscillations 
associated with cognitive processing (Cardin et al., 2009; Hu et al., 2014). Interneuron-
targeting VIP+ cells, instead, characteristically provide a form of gain control by forming 
disinhibitory microcircuits (Lee et al., 2013; Pfeffer et al., 2013; Pi et al., 2013). Some 
SST+ interneurons are also specialized in disinhibiting local principal cells (Xu et al., 
2013) or engage in recurrent inhibitory circuits (Kapfer et al., 2007). Owing to their broad 
spatial tuning, SST+ neurons in the visual cortex mediate layer-specific modulation of 
sensory responses (Adesnik and Scanziani, 2010). Interestingly, Martinotti cells, a 
subtype of SST+ interneurons which inhibit the dendrites of pyramidal cells in layer 1 of 
the cerebral cortex, can dampen activity in specific branches and control burst firing 
(Murayama et al., 2009). 

Although the line traced when ascribing a specific function to a particular 
interneuron type is likely to be less clear-cut than what is currently assumed, it is 
undeniable that the individual features of different interneurons tailor them to fulfill some 
functions over others. Broadly speaking, these demarcating features comprise (1) where 
(on which cell and on which subcellular domain) they make synapses, (2) their spiking 
properties, (3) the specific circuits they engage in (how many cells, intralaminar versus 
translaminar connectivity, and so forth). Because most of these properties relate to their 
efferent connections, it is surprising that such an increased knowledge on the 
computational functions of interneurons was not accompanied by a parallel 
understanding of the molecular mechanisms underlying subtype-specific connectivity. 
How do different interneurons form connections with such a wide variety of synaptic 
partners? Based on what we have described in the previous chapters, this aspect —
interneuron subtype synapse specificity— is likely to depend on selective developmental 
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genetic programs. Do different interneurons have completely distinct cohorts of 
molecular synaptic components? And, if so, how does this molecular diversity contribute 
to the encoding of synaptic diversity and wiring specificity? These are pressing 
questions that beg for further investigations in order to be able to understand how a 
functional network is assembled. In the first part of this thesis, we contribute to 
addressing these questions showing that cell-specific molecular signatures support 
interneuron early wiring and underlie the specification of different patterns of 
connectivity. 

Understanding the relationship between behavior and inhibitory circuit function (as 
well as dysfunction) entails uncovering not only the hardwired organizing principles but 
also the specific logic of inhibitory circuit dynamics. For example, how do interneurons 
gate information flow in reference to definite behavioral events? How is this regulated in 
the context of wiring specificity? What are the underlying molecular mechanisms and 
how do they relate to the genetic programs that drive the assembly of the neural 
circuits? What is the role of activity and on which cell-specific properties does it act? 
How are interneuron subtypes selected and recruited to fire in response to a particular 
experience? Such operational responses largely depend on both afferent connectivity 
and intrinsic properties of neurons, which in turn are the result of both intrinsically 
determined genetic programs and activity-dependent processes (see also short 
introduction to part II of the thesis). In the second part of this thesis, we focus on a 
specific subtype of inhibitory neurons —PV+ basket cells— and provide insights into 
how cell-specific molecular programs can regulate the maturation of excitatory afferents 
onto PV+ interneurons during development but also dynamically gate their function in 
the adult, thereby facilitating appropriate behavioral responses to experience. 
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The general goal developed during the Ph.D. was to gain insights into both the 
hardwired organizing principles and the dynamics of cortical circuits.  

 
In particular, the Thesis work aimed at elucidating how inhibitory circuit specificity is 
achieved during development and how interneurons and their networks respond to 
experience, with a focus on the underlying cell-specific mechanisms. 

 
To this end, we established the following specific objectives: 

 
1. To study interneuron subtype-specific transcriptional dynamics across early brain 

wiring and identify cell-specific molecular signatures. 
 

2. To verify whether the identified cell-type selective genetic programs underlie the 
specification of interneuron early synaptic connectivity. 

 
3. To investigate the dynamic interaction between specific molecular programs driving 

neural circuit formation and experience-dependent plasticity in interneurons. 
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Part I 
 

Highly selective cell-type specific programs 
regulate inhibitory synapse specificity1 

 
 

Manuscript in preparation1 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
_________________________ 
 
1 This part of the thesis is mostly my contribution to a wider body of data produced also by other members of the laboratory 
and that constitutes the following manuscript in preparation: 
 
Favuzzi E*, Deogracias R*, Marques-Smith A, Maeso P, Exposito-Alonso D, Balia M, Hinojosa AJ. Rico B. Highly selective 
cell-type specific programs regulate inhibitory synapse specificity. * co-first authors 
 
Although I have focused the “Results” and “Discussion” sections mostly on my contribution, to be able to give an overview of 
the broader significance of the work I have occasionally included a summary description of some results obtained by the other 
authors. For the sake of transparency, this is indicated in brackets next to such data.  
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To investigate the cell-specific mechanisms underlying inhibitory circuit specificity, we 
focused on three different MGE-derived interneuron subtypes: chandelier, PV+ basket 
and SST+ cells. Because of their markedly different targeting profiles, these three 
interneuron subtypes best illustrate the exceptional diversity of the GABAergic circuits 
(see Figure 2 in General Introduction). 

In order to identify cell-specific molecular signatures that specify the different 
patterns of connectivity of chandelier, PV+ basket and SST+ cells, we decided to 
perform a gene expression longitudinal profile across developmental stages that are 
relevant for synapse formation. 

 

1. Developmental analysis of different GABAergic synapses 

Previous studies have characterized multiple classes of cortical GABAergic interneurons 
and their synaptic targets (Chattopadhyaya et al., 2004; DeFelipe and Fariñas, 1992; De 
Felipe et al., 1997; Fish et al., 2011; Inda et al., 2009; Kawaguchi and Kubota, 1997; 
Klausberger and Somogyi, 2008; Wang et al., 2004c; Xu and Callaway, 2009), but the 
precise development of the different subtypes of GABAergic inputs to pyramidal cells is 
not well understood. For example, it has been shown that a substantial number of 
GABAergic synapses are already formed at postnatal day (P) 4 in the mouse 
somatosensory cortex and that their number increases progressively from this stage to 
adulthood (De Felipe et al., 1997). However, it is unknown whether GABAergic synapses 
targeting different subcellular compartments develop at the same time or if they follow a 
similar pattern of development. As this detailed information was crucial for the efficient 
implementation of our screening approach, we studied the development of axo-axonic, 
somatic and dendritic presynaptic contacts made by chandelier, PV+ basket and 
somatostatin cells, respectively. 

 
To study the temporal development of chandelier AIS-targeting synapses, we performed 
double immunohistochemistry for the high-affinity plasma membrane transporter GAT-1 
—localized at the presynaptic terminals of GABAergic synapses—, and the axonal initial 
segment (AIS) scaffold protein Ankyrin G (AnkG) on the postsynaptic compartment. We 
analyzed the temporal development of chandelier inhibitory boutons in layer II-III of the 
mouse prefrontal cortex (PFC) (Figure 1A-C), where chandelier cells are more abundant 
(Taniguchi et al., 2013). Although synapse formation is a continuous process (Figure 1), 
quantification of the density of GAT-1 presynaptic puncta contacting the AIS of 
pyramidal cells revealed that the highest increase in chandelier bouton formation occurs 
between P10 and P12 (m= 0.21, Figure 1C). 

Next, we explored the development of PV+ basket cell perisomatic contacts by 
counting the number of presynaptic boutons that surround the soma of pyramidal cells in 
layer II-III of the mouse somatosensory cortex (SSC) (Figure 1D-F). Using GAD67 —the 
GABA-synthesizing enzyme enriched in the PV+ presynaptic terminals— we could easily 
identify perisomatic synapses by their typical ring-like structure (Figure 1E). We found 
that the biggest difference in the number of presynaptic puncta contacting the soma of 
pyramidal neurons appears between P10 and P12 (m= 0.96, Figure 1F). It is important 
to mention, however, that a significant number of PV+ basket cell synaptic contacts are 
also made after P12 (m= 0.52, Figure 1F). 

Finally, we studied the development of dendritic synapses over time. We quantified 
the density of GAD67 puncta in layer I of the mouse SSC (Figure 1G-H), where the 
majority of inhibitory synapses are made on the terminal tuft dendrites of pyramidal cells 
(Bloss et al., 2016). Although a large rise in the number of GAD67 boutons was 
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observed between P5 and P10, the increase observed between P10 and P12 was 
greater (m= 0.02, Figure 1I). 

 
Figure 1. Early development of different types of inhibitory synapses over time. 
(A) Density of GAT-1 presynaptic boutons contacting the postsynaptic axonal initial segment (AIS) 
scaffold protein Ankyrin G (AnkG) at different stages of early postnatal development in layer II-III 
of the mouse prefrontal cortex (n = 3 for each stage). 
(B) Representative image showing GAT-1 boutons contacting the AIS (AnkG) at P15 and 
corresponding thresholded mask used for quantification. Scale bar equal 1 µm. 
(C) Same as in (A), the numbers indicate the slope (m) of the line connecting two consecutive 
timepoints. Note that the highest increase in chandelier bouton formation occurs between P10 and 
P12 and is highlighted in bold (m= 0.21). 
(D) Number of GAD67 presynaptic boutons forming ring-like structures around the soma of 
pyramidal neurons in layer II-III of the mouse somatosensory cortex at different stages of early 
postnatal development (n = 3 for each stage). 
(E) Representative image showing GAD67 somatic boutons contacting a cell body at P15 and 
corresponding thresholded mask used for quantification. Scale bar equal 1 µm. 
(F) Same as in (D), the numbers indicate the slope (m) of the line connecting two consecutive 
timepoints. Note that the highest increase in the number of presynaptic puncta contacting the 
soma of pyramidal neurons appears between P10 and P12 (m= 0.96). 
(G) Density of GAD67 presynaptic boutons at different stages of early postnatal development in 
layer I of the mouse somatosensory cortex where the majority of dendritic inhibitory synapses are 
made by Martinotti cells on the terminal tuft dendrites of pyramidal cells (n = 3 for each stage). 
(H) Representative image showing GAD67 puncta in layer I at P15 and corresponding thresholded 
mask used for quantification. Scale bar equal 1 µm. 
(I) Same as in (G), the numbers indicate the slope (m) of the line connecting two consecutive 
timepoints. Note that the highest increase in the density of GAD67 presynaptic boutons in layer I 
appears between P10 and P12 (m= 0.02). 
One-way ANOVA detected significant differences (p<0.05) among means over time for all three 
types of synapses (A, D and G). Because development is a continuous process and the number of 
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groups is particularly high, to avoid increasing the risk of making a Type II error, instead of 
performing post hoc tests corrected for multiple comparisons we instead used the slope (m) to 
identify the stages where synapse formation appears to be more intense. 

 
 
These results revealed only small differences in the temporal development of 

GABAergic synapses targeting different subcellular compartments. For instance, 
dendritic synapses develop slightly earlier than perisomatic synapses (Figure 1D and 
1G), which is consistent with their earlier birth (Miyoshi et al., 2007) and earlier functional 
maturation (Marques-Smith et al., 2016b; Tuncdemir et al., 2016). Despite these minor 
differences, the developmental analysis of domain-restricted GABAergic synapses 
allowed us to identify a common time window (P10-P12) when the highest increment in 
the density of inhibitory boutons contacting the different postsynaptic targets occurs. 

 

2. Transgenic lines, brain regions and stages used for transcriptome 
profiling 

mRNA levels are, in general, an excellent proxy for the presence of a protein and hence 
for the appearance of its biological effect (Vogel and Marcotte, 2012). However, several 
factors, including translation efficiency, influence the correlation between mRNA, protein 
abundances and biological effects. We reasoned that this correlation would increase if 
the mRNA measurements are shifted back in time by at least 48 hours. Genes that 
regulate the assembly of inhibitory synapses and trigger an increase in their density 
between P10 and P12 should, therefore, display a correspondent mRNA increase 
between P5 and P10. Indeed, previous studies showed a huge increase in GAD mRNA 
levels already between P4 and P7 in the mouse somatosensory cortex (Golshani et al., 
1997). Consequently, to gather genes involved in the specific wiring of inhibitory circuits, 
we chose to isolate interneurons with different targeting profiles at P5 and P10 (Table 1). 

 
To perform transcriptome profiling of different interneurons at the selected stages, we 
employed a combination of genetically modified mouse lines in which specific 
subpopulations of GABAergic neurons are fluorescently labeled (Table 1). 
 

 
Table 1. Transgenic lines, brain regions and stages used for gene expression profiling. 

 

Characterization of Nkx2.1-CreER mice to label AIS-targeting chandelier cells 
A new generation of genetically modified mice in which Cre is expressed under the 
control of genes that are unique to some populations of interneurons allows the labeling 
of interneuron subtypes when crossed with reporter lines, such as RCE (green 
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fluorescent protein, GFP reporter) and Ai9 (red fluorescent protein, Tomato reporter) 
strains (Taniguchi et al., 2011, 2013). 
 
Specifically, the Nkx2.1CreERT2 driver labels a subpopulation of neurons that is 
enriched in chandelier cells [(Taniguchi et al., 2013), Figure 2A-2D]. Nkx2.1CreERT2 
transgenic mice are a knock-in mouse strain in which CreERT2 (a tamoxifen-inducible 
form of Cre) is expressed under the control of Nkx2.1 genetic locus (Taniguchi et al., 
2011). Although the Nkx2.1CreERT2 driver is the best available tool to label chandelier 
cells, it has some obvious disadvantages that critically challenged the feasibility of our 
screening approach. First, it also labels other cell types that express the Nkx2.1 gene. 
This problem could be partially circumvented by focusing on cortical areas and/or layers 
enriched in chandelier cells, such as the upper layers of the PFC (Taniguchi et al., 
2013). In addition to the lack of absolute specificity, because the labeling depends on 
tamoxifen-induced recombination, the CreER-induction does not label all chandelier cells 
but only a subpopulation (Taniguchi et al., 2013). Despite the enormous progress made 
in new generation sequencing techniques that permit to obtain high-quality transcriptome 
data with low input starting material, the total number of chandelier that we could isolate 
represented a serious difficulty. 

In order to identify the best possible balance between the highest percentage of 
ChC/Tomato+ cells and the highest number of chandelier cells labeled, we used 
Nkx2.1CreERT2;Ai9 mice and compared how the relative fraction and total number of 
chandelier cells in the upper layers of various cortical areas were affected by the use of 
different tamoxifen administration routes or by the stage of tamoxifen induction (Figure 
2E and 2F). When we compared tamoxifen inductions by intraperitoneal, intragastric, 
subcutaneous injection and by oral gavage, we did not observe a significant difference in 
either the percentage or the density of chandelier cells labeled in several brain regions, 
suggesting that the administration route does not influence chandelier cell labeling. 

Next, we analyzed the effect of different stages of inductions. Although embryonic 
inductions at E17.5 labeled more chandelier cells (Figure 2F), we also observed a higher 
number of Tomato+ basket cells (Figure 2E). On the contrary, early postnatal tamoxifen 
inductions at P2 yielded an overall smaller Tomato+ population (Figure 2F) that was, 
however, slightly but significantly more enriched in chandelier cells (Figure 2E). This 
advantage was completely lost if tamoxifen was injected at P5 when both a low 
percentage and a low density of chandelier cells were observed. Finally, consistent with 
previous studies (Taniguchi et al., 2013), a much higher number of labeled chandelier 
cells was consistently observed in the upper layers of the PFC when compared to other 
regions (Figure 2F). 

It is important to mention that, because early postnatal tamoxifen inductions label 
the very last temporal cohort of chandelier cells, several of these cells are still migrating 
at P5 (Figure 2G and 2H). To avoid isolating migrating chandelier cells that would 
“contaminate” our transcriptome data with genes involved in chandelier cell migration 
rather than synapse formation, we decided to sort chandelier cells at P8 and P10, 
instead of P5 and P10 (Table 1). Altogether, these results showed that the best strategy 
to isolate chandelier cells for our screening was to carry out a microdissection of upper 
layers in the PFC of P8 and P10 Nkx2.1CreERT2;Ai9 mice after early postnatal 
tamoxifen induction (Figure 2B). 
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Figure 2. Nkx2.1CreERT2 driver labels a subpopulation of neurons enriched in chandelier 
cells. [Legend continues on next page] 
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[Legend Figure 2 from the previous page] 
(A-D) Representative images showing the high number and percentage of chandelier cells labeled 
in the upper layers of the prefrontal cortex of Nkx2.1CreERT2;Ai9 mice upon CreER induction with 
tamoxifen. The dotted lines in (B) indicate how the upper layers were microdissected for 
transcriptome profiling. Scale bars equal 100 µm (A and B), 40 µm (C) and 20 µm (D). 
(E and F) Percentage of ChC/Tomato+ cells (E) and density of chandelier cells labeled (F) in the 
upper layers of various cortical areas of Nkx2.1CreERT2;Ai9 mice at P30 upon use of different 
tamoxifen administration routes or various stages of induction (n = 3 for all conditions). For the 
percentage of chandelier cells, two-way ANOVA showed the following significant differences: 
p<0.001 for ‘stage/route’ (raw effect) as well as for ‘region’ (column effect) factors; p<0.05 for 
interaction between stage/route and region. For the density of chandelier cells, two-way ANOVA 
showed the following significant differences: p<0.001 for ‘stage/route’ (raw effect) as well as for 
‘region’ (column effect) factors; p<0.001 for interaction between stage/route and region. As the 
much higher number of chandelier cells in the prefrontal cortex was evident, post hoc Tukey’s 
multiple comparisons test was performed only for the main raw effect (stage/route). 
The observed significant differences in the percentage of labeled chandelier cells were: E17.5 IP 
vs. P2 IG p value=0.0461, E17.5 IP vs. P2 SC p value=0.0346, E17.5 IP vs. P5 IP p value 
<0.0001, E17.5 Gavage vs. P2 IP p value=0.0002, E17.5 Gavage vs. P2 IG p value=0.0002, 
E17.5 Gavage vs. P2 SC p value=0.0001, E17.5 Gavage vs. P5 IP p value=0.0378, P2 IP vs. P5 
IP p value <0.0001, P2 IG vs. P5 IP p value <0.0001, P2 SC vs. P5 IP p value <0.0001. The 
observed significant differences in the density of labeled chandelier cells were: E17.5 IP vs. P2 IP, 
E17.5 IP vs. P2 IG, E17.5 IP vs. P2 SC, E17.5 IP vs. P5 IP, E17.5 Gavage vs. P2 IP, E17.5 
Gavage vs. P2 IG, E17.5 Gavage vs. P2 SC, E17.5 Gavage vs. P5 IP and p value <0.0001 for all 
these comparisons.  
(G and H) Low and high magnification images showing chandelier cells that are still migrating at 
P5 in Nkx2.1CreERT2;Ai9 mice induced at P2 with tamoxifen. Scale bars equal 50 µm (G), 20 µm 
(H). 
 
 
 
The Nkx2.1+ subpopulation labeled with this approach, although enriched in chandelier 
cells, is still contaminated by a small fraction of non-chandelier cells. Since knowing the 
identity of these cells was critical to ensure a correct interpretation of the chandelier cell 
transcriptome data, we crossed Nkx2.1CreERT2 mice with the Ai9 reporter line and 
colocalized Tomato+ cells with markers of dorsal and ventral MGE- as well as CGE- and 
POA- derived interneurons (Gelman and Marín, 2010) (Figures 3A-3H). At P30, although 
the majority of Tomato+ cells in the upper layers of the PFC were chandelier cells, both 
PV+ and PV-, we also found a 16% of PV+ basket cells (Figures 3A and 3C). The 
remaining 10% were mostly Reelin-expressing neurogliaform (RELN+SST-) 
interneurons derived from the preoptic area (POA) (Gelman and Marín, 2010) or 
GABAergic cells that did not colocalize with any of the markers that we used (Figures 
3A-3H). 
 
It is important to mention that at P10, when we cannot yet unequivocally recognize the 
unique chandelier axonal arbor, we also identified by morphology several Tomato+ 
putative glial cells (Figure 3B and 3I-3J). This was not surprising, as Nkx2.1 is known to 
control the differentiation of MGE-derived cortical oligodendrocytes that are eliminated 
during postnatal life (Kessaris et al., 2006) and has more recently been shown to also 
regulate astrogliogenesis in the telencephalon (Minocha et al., 2017). Altogether, these 
results showed that the main cell types contaminating the Tomato+ subpopulation that 
we labeled with our strategy are PV+ basket, RELN+ and glial cells. 
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Figure 3. Identity of labeled cells in Nkx2.1CreERT2;Ai9. 
(A and B) Pie graph showing that at both P10 and P30 the majority of Tomato+ cells labeled in the 
upper layers of the prefrontal cortex upon P2 tamoxifen CreER induction in Nkx2.1CreERT2;Ai9 
mice are chandelier cells (n = 3 mice per condition). Note that at P30 50% of these cells are PV+ 
and the other 50% are PV- whereas at P10 it is not possible to distinguish PV+ and PV- cells 
because the PV staining starts to be visible only after P12. The pie graphs also show that the main 
cell types contaminating the Tomato+ subpopulation are PV+ basket, RELN+ and (at P10) glial 
cells (n = 3 mice per condition). 
(C-H) Representative images showing colocalization of Tomato+ cells with different cell markers. 
Scale bars equal 50 µm. 
(I-J) Representative images and quantification of Tomato+ cells with glial morphology in the 
prefrontal cortex of P10 Nkx2.1CreERT2;Ai9 mice (n = 3 mice). Scale bar equal 50 µm. 
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Transgenic lines to label soma- and dendrite-targeting interneurons 
Transgenic lines that use broad GABAergic promoters, such as those regulating Gad1 or 
Gad2 are well-characterized mouse lines that have been successfully used to label 
different populations of interneurons (Chattopadhyaya et al., 2004; Oliva et al., 2000; 
Sugino et al., 2006; Xu and Callaway, 2009). Differences in the length of the Gad1 
fragment used and/or their genome insertion are enough to create different transgenic 
mouse strains in which only some classes of interneurons are labeled with the green 
fluorescent protein (GFP).  

To label soma-targeting PV+ basket cells, we used the bacterial artificial 
chromosome (BAC) transgenic mouse line G42 (Gad1-EGFP, G42Zjh/J) (Figure 4A and 
4B). In these mice, a BAC containing the mouse GAD67 gene (and 60 kb of upstream 
and downstream sequence) was modified by insertion of an Enhanced Green 
Fluorescent Protein (EGFP) cDNA and phosphoglycerate kinase polyadenylation 
sequence in the first coding exon at the translation initiation site of the GAD67 gene, 
which resulted in the labeling of PV+ interneurons (Chattopadhyaya et al., 2004). 

 
Figure 4. G42 and GIN transgenic lines label PV+ basket and SST+ Martinotti cells. [Legend 
continues on next page] 
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[Legend Figure 4 from the previous page] 
(A and B) Representative images showing PV+ basket cells labeled in the prefrontal cortex of G42 
mice at P30. (A) shows that GFP+ synaptic terminals are perisomatic and that no clear cartridge-
like structures can be identified; (A’) is a blow up from (A). The dotted line in (B) indicates how the 
lower layers were microdissected for transcriptome profiling. Scale bars equal 10 µm (A) and 100 
µm (B). 
(C) Representative images showing Martinotti cells labeled in the somatosensory cortex of GIN 
mice at P30. (C’) is a blow up from (C). Note the high density of labeled axons in layer I where 
Martinotti cells typically branch and form synapses (C’). Scale bar equal 200 µm. 

 
Although some GFP-expressing cells in these mice have been found to be chandelier 
cells (Xu and Callaway, 2009), it is likely to be a very small fraction of labeled cells as 
shown by the observation that GFP+ synaptic terminals are generally perisomatic and 
we could not detect any clear cartridge-like structure in G42 mice (Figure 4A). However, 
to avoid isolation of even just a small number of chandelier cells we decided to sort 
GFP+ cells only from lower layers (Figure 4B), where very few chandelier cells have 
been described (Taniguchi et al., 2013). The PFC is the only region that would allow us 
to isolate a high number of chandelier cells but, unavoidably, also some contaminating 
PV+ basket cells (Figures 2 and 3). As such, sorting PV+ basket cells from the PFC 
would guarantee a comparison between the transcriptome profile of PV+ basket and 
chandelier cells, while avoiding the variability that might be intrinsic to different cortical 
areas. Moreover, since no chandelier cell is labeled in the lower layers of the G42 PFC 
(Yang et al., 2013), this region has the additional advantage of restricting GFP 
expression exclusively to the PV+ basket cell population. Consequently, we decided to 
isolate PV+ basket cells from the lower layers of the PFC at P5 and P10 (isolation 
performed by P. Maeso, Figure 4B). 

To label interneurons that make dendrite-targeting synapses, we used GIN 
transgenic mice, in which GFP expression is driven by a 2.8 kb fragment of the mouse 
GAD67 promoter (Oliva et al., 2000). GFP-labeled cells in these mice are mostly 
distributed in superficial layers of the cortex and correspond predominantly to Martinotti 
cells (Oliva et al., 2000; Xu and Callaway, 2009). Martinotti cells are a subgroup of 
somatostatin cells and represent the most prominent distal dendrite-targeting 
interneurons in the cortex. As the GIN line had been well-characterized in the 
somatosensory cortex, we decided to isolate dendrite-targeting Martinotti cells from all 
layers of the somatosensory cortex at P5 and P10 (isolation performed by P. Maeso, 
Figure 4C). 

Other mouse lines to label control populations 
To obtain a list of genes that are specifically expressed by unique classes of 
interneurons during the period of synapse formation, we also carried out additional 
isolation and transcriptome profiling of other populations (Table 1). The aim was to 
discard “undesired” genes, such as genes whose expression changes because of the 
experimental manipulation (e.g. genes up-regulated by stress), genes that belong to 
“contaminating” cells (e.g. glial cells in the Nkx2.1CreERT2 line), genes that are involved 
in early events (e.g. interneuron specification, migration) or genes that are involved in 
general processes of synapse formation (e.g. synaptic structural genes). 

First, to ‘subtract’ those genes that are interneuron-specific to but that are not 
related to synapse formation, we used Nkx2.1Cre;RCE mice to isolate all MGE-derived 
interneurons from the PFC at an early stage of development (P0), when synaptic genes 
would still be inactive (work performed by P. Maeso). Next, with the aim of removing 
genes that are ubiquitously involved in synapse formation, we used Nex-Cre;RCE mice 
to isolate pyramidal cells from the PFC at P12 (work performed by P. Maeso), when 
glutamatergic synapse formation is particularly intense (Antonio Hinojosa, unpublished). 
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Finally, to eliminate genes that are expressed in contaminating glial cells we used the 
PLP-GFP transgenic line to isolate oligodendrocytes from the upper layers of the PFC at 
P10. The different mouse lines, brain regions and stages used for gene profiling are 
summarized in Table 1. 

 

3. Transcriptional profiling of different interneuron subtypes across early 
developmental stages 

As a first step toward identifying cell-specific molecules regulating synaptic specificity, 
we combined cell sorting approaches with high-throughput RNA-sequencing to purify the 
abovementioned cell populations at the selected postnatal stages and perform 
systematic whole-transcriptome analyses. 

To isolate individual cells, we sectioned fresh brains from the corresponding 
transgenic mice (and across two developmental stages for chandelier, PV+ basket and 
Martinotti cells), microdissected the region of interest, generated single-cell suspensions 
(see Methods), isolated fluorescently labeled cells by fluorescence-activated cell sorting 
(FACS) and performed RNA sequencing (RNA-seq) (Figure 5). 

 
Figure 5. Isolation of different cell populations to perform gene expression profiling of 
different interneuron types across development. 
(A) Schematic of the experimental design. 
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(B-D) FACS sorting of Tomato+ cells from P8 Nkx2.1CreERT2;Ai9 mice. Note the difference in the 
relative fraction of Tomato+ and Tomato- cells before (C) and after sorting (D), showing the high 
efficiency of the isolation even with a low number of fluorescently labeled cells as in the case of 
chandelier cells. Scale bar equal 60 µm. 
(E and F) FACS sorting of GFP+ cells from P10 PLP-GFP mice. Note the higher brightness of 
Tomato (C and D) compared to GFP (F). Scale bar equal 20 µm. 

 
 

Next, we performed differential gene expression analysis (see Methods). As expected, 
the lower number of differentially expressed genes was found between different stages 
of the same subpopulation such as chandelier cells at P8 and at P10 (Figure 6A). It was 
also not surprising to find that oligodendrocytes have a very different expression profile 
as compared to all neuronal populations (Figure 6A). In addition, P12 pyramidal cells 
and P0 interneurons exhibited a high number of differentially expressed genes not only 
between them but also compared to the three interneuron subpopulations. Interestingly, 
pyramidal neurons shared more similarly expressed genes with P10 than P5 
interneurons, whereas the opposite was observed for P0 interneurons, reflecting the 
significant influence that developmental processes have on gene expression.  

Principal component analysis (PCA) revealed similar distinctions between 
populations and developmental stages (analysis performed by D. Exposito-Alonso, 
Figure 6B). 

To assess the reproducibility of our data and conservation across biological 
replicates, we performed unsupervised hierarchical clustering based on the Jensen-
Shannon distance of our complete RNA-Seq transcriptome data (analysis performed by 
D. Exposito-Alonso). We found low distance among replicates whereas higher distance 
was observed across differing cell types (Figure 6C) showing that the obtained gene 
expression profiles were internally consistent and subtype specific and thus ensuring the 
integrity of our dataset. 

Control genes validate the transcriptome data 
To further validate the purity of the isolated interneuron cell types, we probed the 
transcriptome data for expression of well-known cell type-specific genes for PV+ basket, 
e.g., Syt2 (Sommeijer and Levelt, 2012), and Somatostatin cells, e.g., Elfn1 (Sylwestrak 
and Ghosh, 2012). For chandelier cells, because of the lack of a specific known marker, 
we used genes that are expressed in all interneurons but are known to have a relatively 
higher (e.g., GAD1, ErbB4, GAT-1) or lower (e.g., GAD2) expression in chandelier cells 
compared to PV+ basket cells (Fazzari et al., 2010; Fish et al., 2011; Del Pino et al., 
2013, 2017). We observed that subtype-specific genes were not expressed in the other 
samples (Figure 6D), indicating that these populations have minimal contamination with 
other cell subtypes. In addition, the mRNA expression ratio for genes that are enriched 
in chandelier versus PV+ basket cells or vice versa confirmed the successful purification 
of chandelier cells (Figure 6D). 

We next sought to validate the suitability of our transcriptome data for identifying 
synaptogenic genes. To this aim, we looked at the expression of genes that are known 
to participate in synaptic processes across the two selected developmental time points. 
These classic synaptic genes consistently exhibited high increase in their expression 
levels between P5 and P10 for PV+ basket and somatostatin cells or P8 and P10 for 
chandelier cells, confirming the suitability of the selected developmental stages to 
identify genes involved in synapse formation (Figures 6D and 6E). 

Altogether, our findings confirm the purity of the various isolated cell types and 
establish the feasibility of our transcriptome data for both resolving interneuron subtype-
specific transcriptional dynamics and identifying genes that regulate the assembly of 
domain-restricted GABAergic synapses. 
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Figure 6. Comprehensive transcriptional analysis of different cell-types across 
development. [Legend continues on next page] 
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[Legend Figure 6 from the previous page] 
(A) Heatmap showing the number of differentially expressed genes between cell-types at different 
stages using a False Discover Rate (FDR) of 5%. 
(B) Principal component analysis on individual gene level indicates that cell-type and 
developmental stage were the greater sources of variability in gene expression. 
(C) Unsupervised hierarchical clustering based on the Jensen-Shannon distance of our complete 
RNA-seq transcriptome data reveals low distance among replicates and higher distance across 
cell types. 
(D) Analysis of the expression of well-known cell type-specific genes verifies that each cell-type 
has minimal contamination with other subtypes. Note that to verify the successful purification of 
chandelier cells we used genes that have a relatively higher (GAD1, ErbB4, GAT-1) or lower 
(GAD2) expression in chandelier cells compared to PV+ basket cells. 
(E) The expression of well-known synaptogenic genes increases between the selected 
developmental stages, confirming the suitability of the transcriptome data to identify genes that 
regulate synapse development. Note that some of the genes in (D) are also involved in synapse 
formation and exhibit a similar increase in their expression across development. 

 
 

4. Interneuron subtype-specific gene sets and pathway components 

To explore which types of genes distinguish chandelier, PV+ basket or somatostatin 
cells at P10, we conducted a gene enrichment analysis with genes that share similar 
curated annotations but are uniquely expressed in one of the three subpopulations. To 
this end, we selected all genes differentially expressed between cell types at P10 and 
filtered them by a minimum normalized expression level (FPKM, see Methods) as well 
as a minimum specificity score (log2FC, analysis performed by D. Exposito-Alonso, see 
Methods). The pooled list was used as input for a preranked gene set enrichment 
analysis against the collection of GSEA canonical pathway gene sets (C2, KEGG, NABA 
and Reactome; MSigDB; Subramanian et al., 2005) (Figure 7A). 

The pathway analysis revealed enrichment in genes that cover broad processes of 
neuronal function as well as genes associated with neurodegenerative diseases. 
However, several sets containing genes that play specific roles in the assembly and 
maturation of the neural circuits were also highly enriched. These sets included genes 
encoding extracellular matrix proteins, genes that regulate various aspects of neuronal 
communication, such as neurotransmission and ligand-receptor interactions, and also 
genes that control the emergence of the electrophysiological properties of cortical 
interneurons (Figure 7A). 
 
To retrieve a functional profile of these gene sets, which will allow us to better 
understand the underlying biological processes, we performed a gene ontology (GO) 
term analysis (GSEA C5, GO gene sets; MSigDB; Subramanian et al., 2005). The GO 
analysis revealed that the predominant cellular component of P10 interneuron subtype-
specific genes is the synapse, further supporting the suitability of our screening to seek 
genes involved in synapse formation (Figure 7B). In the GO term analysis, we also 
observed several enriched processes and functions, including signaling, ion transport as 
well as receptor and ion channel activity (Figure 7B). 
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Figure 7. Interneuron subtype-specific gene sets and pathway components. [Legend 
continues on next page] 
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[Legend Figure 7 from the previous page] 
Gene set enrichment analysis performed using a preranked pooled list of P10 interneuron subtype-
specific genes and the GSEA software. (A) Gene set enrichment analysis against the Molecular 
Signatures Database (MSigDB) collection of KEGG, NABA and Reactome (R) pathway gene sets. (B) 
Comparative GO enrichment analysis for subtype-specific gene sets present in the GSEA collection 
arranged in cellular component, biological process and molecular function category. Given the 
vastness of the cellular component category, only GO terms that for such category are assigned to less 
than 1,200 and more than 500 genes in the mouse genome were considered. 
In both (A) and (B), pathways (A) or GO terms (B) significantly enriched in P10 interneuron 
subtype-specific genes are shown on the left. p values for each pathway (A) or GO term (B) are 
color-coded as indicated. The bar graphs show the number of genes significantly associated with 
each pathway (A) or GO term (B). To avoid unnecessary complexity, when redundant terms 
appeared (e.g. ‘transporter activity’, ‘cation transporter activity’ and ‘transmembrane transporter 
activity’) only the hierarchically first pathway (A) or GO term (B) is shown. 

 
 

To further explore the differential usage of genes across individual interneuron subtypes, 
we identified several gene sets with cell-type-specific enrichment. Analysis of manually 
curated groups of molecules revealed that the individual genes driving these signatures 
were differentially expressed between interneuron subtypes (Figure 8). 
 

 
 

Figure 8. Extracellular matrix proteins, cell surface molecules, ion channels, ligands and 
receptors are the leading indicators of interneuron diversity at P10. 
Analysis of manually curated groups of molecules revealed that individual interneuron subtypes 
use different codes of related molecules. Heatmaps showing the specificity score of individual 
genes driving matrisome (A), adhesion (B), ion transport (C) and ligand-receptor interaction (D) 
gene set enrichment and that are differentially expressed between interneuron subtypes. 

 
For instance, consistent with the GO term analysis, we found that each interneuron 
subtype expressed a specific subset of genes involved in extracellular matrix (ECM) 
remodeling. A striking example is the differential use of ADAM metallopeptidase by each 
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interneuron subtype: chandelier cells specifically express ADAMTS17, PV+ basket cells 
use ADAMTS8 whereas ADAMTS3 is expressed in somatostatin cells (Figure 8A). 

The concerted actions of cell surface proteins critically contribute to the precise 
assembly of neural circuits. The existence of unique surface molecule repertoires allows 
neurons to distinguish one another and connect with their appropriate target cells (de 
Wit and Ghosh, 2016). We identified a number of cell surface molecules with specific 
interneuron subtype expression, including protocadherin, immunoglobulin and leucine-
rich repeat protein superfamilies (Figure 8B). 

Apart from their subcellular targeting, interneurons can be distinguished based on 
their electrophysiological properties, which are determined by the different ion channels 
that they express. Ion channels and transporters were also among the main over-
represented GO terms. We noticed that different interneurons indeed expressed 
different complements of voltage-gated ion channel subunits and ion channel-associated 
regulatory proteins (Figure 8C). 

Finally, P10 chandelier, PV+ basket and somatostatin interneurons showed 
differential expression of individual genes involved in ligand-receptor interactions, such 
as G protein-coupled receptors (GPCRs) and members of the semaphorin family, 
highlighting their probable relevance for the wiring of inhibitory circuits (Figure 8D). 

Our transcriptome database therefore provides an unprecedented opportunity to 
systematically identify interneuron subtype-specific expression of subsets of genes 
during synapse formation. Investigation of the function of these molecules and their 
dynamic changes during development would tremendously expand our knowledge of the 
assembly and function of the inhibitory circuits. 

 
 

5. Identification of genes contributing to interneuron subtype synapse 
specificity 

The gene enrichment analysis revealed that different codes of related molecules are 
expressed by particular P10 interneuron subtypes. To identify molecules that regulate 
interneuron synapse specificity, we selected genes with significant differences in gene-
level expression both over time and between subtypes (see Methods). 

Next, to detect those genes that exhibit the highest degree of subtype and stage 
specificity, we ranked all significantly differentially expressed genes using a specificity 
score (Figure 9, see Methods). 

 
Moreover, we considered that the specificity of synaptic connections is the result of 
definite consecutive events such as axon guidance, synaptic cell adhesion, and 
stabilization of synaptic contacts (de Wit and Ghosh, 2016). Therefore, to identify cell-
specific mechanisms that regulate synapse specificity, we focused our attention on 
genes that, in addition to being (1) developmentally upregulated and (2) specifically 
expressed in each interneuron subtype, had (3) demonstrated or putative roles in axon 
growth, axonal pathfinding, neuron-ECM communication or cell-cell adhesion. 
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Figure 9. Cell-type specific genes significantly upregulated across development. 
Heatmaps showing the specificity score for the top 20 differentially expressed genes that exhibit 
the highest degree of subtype and stage specificity in chandelier, PV+ basket and SST+ cells. 
 
 
For each interneuron subpopulation, the top 5 specific genes that met all these criteria 
were additionally ranked by a specificity ratio that further increased our specificity 
detection power (see Methods). The resulting hierarchically ordered list of candidate 
genes specifically expressed in chandelier, PV+ basket and somatostatin cells at the 
time of synapse formation is illustrated, along with their function, in Figure 10. 
 

Subtype-specific candidate gene selection and validation 
Our analysis (Figure 10) showed that Hyaluronan And Proteoglycan Link Protein 1 
(Hapln1) was highly expressed in P10 chandelier cells and virtually absent in all other 
populations. Moreover, Hapln1 exhibited significant upregulation in chandelier cells 
between P8 and P10. Published data reported that, in the visual cortex, Hapln1 
expression increases in PV+ cells along development, peaks at P14 and then, 
consistent with its role in regulating plasticity, decreases in the adult (Carulli et al., 
2010). HAPLN1 is an ECM protein which contains an Ig-like V type domain that 
mediates cell-cell adhesion (Ivanova et al., 2009) and can also trigger intracellular 
signaling. Hapln1, therefore, stood out as the best candidate for playing a role in 
regulating chandelier synapse formation. 
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Figure 10. Candidate genes for mediating interneuron synapse specificity. 
Heatmaps showing the specificity ratio for the top 5 candidate ‘synaptic’ genes that are specifically 
expressed in chandelier (A), PV+ basket (B) and SST+ cells (C) and are upregulated across 
development. The heatmap on the right shows the expression level of each gene at P10 in the 
population in which such genes are specifically expressed. The gene function which justified their 
selection as ‘putative synaptic genes’ is also briefly described. 
 
Another ECM-associated molecule, Galectin-1 (Lgas1), was the more specific and 
abundant gene expressed in PV+ basket cells (Figure 10). However, since Galectin-1 
does not regulate PV+ cell inhibitory synapse formation (A. Hinojosa, unpublished), 
based on the known role of LGI proteins in synapse maturation (Lovero et al., 2015; de 
Wit et al., 2011), we selected Leucine Rich Repeat LGI Family Member 2 (Lgi2) as a 
plausible candidate to regulate the specific development of perisomatic inhibitory 
synapses. 

Finally, the leading candidate gene for somatostatin cells was Cerebellin 4 
Precursor (Cbln4), a member of the Cbln subfamily, bidirectional synaptic organizers 
that regulate synapse development (Matsuda, 2017; Matsuda and Yuzaki, 2011; 
Siddiqui and Craig, 2011; Yuzaki, 2010). 

To verify that the selected genes were indeed differentially expressed in distinct 
interneuron subpopulations and upregulated during development, we combined in situ 
hybridization (ISH) for Hapln1, Lgi2 and Cbln4 with immunohistochemistry (IHC) for the 
relevant interneuron markers. Fluorescent in situ hybridization histochemistry confirmed 
that Cbln4 is only expressed in SST+ cells both at P10 and in the adult (data not shown, 
Rubén Deogracias, unpublished). At P10 Cbln4+SST+ are mostly distributed in 
superficial layers of the SSC. However, Cbln4 expression increases along development 
and by P30 it is expressed in all SST+ interneurons, with the exception of a very small 
Cbln4-SST+ population in layer 4 (data not shown, Rubén Deogracias, unpublished). 
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Likewise, Lgi2 expression increases along development and, although Lgi2+ PV+ basket 
cells are mainly located in cortical deep layers, Lgi2 mRNA is almost exclusively found in 
PV+ basket cells both at P10 and at P30 (data not shown, André Marques-Smith, 
unpublished). 

Chandelier-specific candidate gene selection and validation 
Validation of the expression of candidate genes for playing a role in chandelier synapse 
formation was critical because, although the Nkx2.1CreERT2 driver labeled a large 
percentage of chandelier cells (70%), CreER-induction also tagged a small percentage 
of PV+ basket cells, RELN+ interneurons and glial cells (Figure 3). Due to the lack of a 
specific marker, validation of the chandelier cell candidate genes relied on the 
morphological identification of chandelier cells after P12. As a proxy for identifying 
chandelier cells before that stage of development (or when performing ISH-IHC, see 
Methods), we estimated the match between the expected and observed ratio of 
fluorescently labeled cells that express the candidate gene in Nkx2.1CreERT2 mice 
crossed with a reporter line. 

In situ hybridization for Hapln1 combined with immunohistochemistry for different 
markers showed that at P30 Hapln1 was expressed in GABAergic cells and not in glial 
cells (Figure 11A-J). The gene was not expressed in somatostatin cells (Figure 11C), but 
the increased fraction of GFP+Hapln1+ cells in regions or layers enriched in chandelier 
cells (Figure 11H) suggested that it was expressed in a subset of putative chandelier 
cells. This was further confirmed by the low percentage of Hapln1+PV+ cells (Figure 
11E and 11I), consistent with an expression in some chandelier but not PV+ basket 
cells. However, unexpectedly, only 9% of Hapln1-expressing cells were putative 
chandelier cells (labeled using Nkx2.1CreERT2;RCE mice, Figure 11D and 11J), 
whereas 52% of Hapln1-expressing cells were RELN+SST- interneurons (Figure 11F 
and 11J). Therefore, the pattern of expression of Hapln1 suggested that it might play a 
general role in upper layer interneurons, such as neurogliaform (RELN+SST-) and 
chandelier cells, rather than specifically regulating chandelier synapse formation. 

The next three candidate genes for chandelier cells were Thsd7a, Lrrc17 and Fgf13 
(Figure 10). Thrombospondin Type 1 Domain Containing 7A (Thsd7a) is a membrane 
protein that mediates cell-cell interactions and has been shown to be involved in 
endothelial cell migration (Kuo et al., 2011; Wang et al., 2010). We found that the 
fraction of Thsd7a+GFP+ cells (putative chandelier cells) in Nkx2.1CreERT2;RCE mice 
at different developmental stages matched the prediction for a gene expressed in 
chandelier cells (Figures 11K and 11L). Of note, the similar ratio of PV+/chandelier and 
PV+/Thsd7a+ cells at P30 provided further evidence for its expression in chandelier cells 
(Figures 11K and 11M). In addition, consistent with the relatively small number of PV+ 
chandelier cells in the PFC, a very low fraction of PV+ cells expressed Thsd7a at P30 
(Figures 11K and 11M). However, we also detected a strong reduction in the total 
number of Thsd7a+ cells along development (Figure 11N). The observation that this 
progressive developmental restriction of Thsd7a expression was not accompanied by 
parallel changes in the fraction of Thsd7a+ putative chandelier cells (Figure 11L), hinted 
that Thsd7a is also expressed in other cells at P10. Although we did not investigate the 
identity of non-chandelier Thsd7a+ cells, these results suggested that Thsd7a might play 
a specific role in chandelier cells only after inhibitory axo-axonic synapses are 
assembled, but is unlikely to specifically regulate chandelier synapse formation or to 
have such a role exclusively in chandelier cells. 
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Figure 11. Hapnl1 and Thsd7a are not good candidates for specifically regulating 
chandelier synapse development. 
(A-F) Colocalization of Hapln1 mRNA with different cell markers (arrowheads) at P30 in the mouse 
prefrontal cortex. 
(G) Percentage of Hapln1+ cells that express GABA (n = 3 mice); note that all Hapln1+ cells are 
GABAergic. 
(H) Percentage of GFP+ cells (labeled upon P2 tamoxifen CreER induction in 
Nkx2.1CreERT2;RCE mice) that express Hapln1 in the upper and lower layers of the prefrontal 
cortex (PFC) as well as in the somatosensory cortex (SSC) at P30 (n = 3 mice). Note that the 
percentage of Hapln1+GFP+ cells increases in regions enriched in chandelier cells. One-way 
ANOVA (p<0.001), followed by Holm Sidak’s multiple comparisons test (p<0.001 for all 
comparisons). 
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(I) Percentage of PV+ cells that express Hapln1 in the prefrontal cortex (PFC) at P30 (n = 3 mice). 
Note the low colocalization, consistent with expression in some PV+ chandelier but not basket 
cells. 
(J) Identification of cell types expressing Hapln1 in the prefrontal cortex (PFC) at P30 (n = 3 mice 
per condition). 
(K) Representative images showing Thsd7a mRNA colocalizing with GFP+ putative chandelier 
cells (arrowheads) and with PV+ cells (empty arrowheads). 
(L) Percentage of GFP+ cells (labeled upon P2 tamoxifen CreER induction in 
Nkx2.1CreERT2;RCE mice) that express Thsd7a in the upper layers of the prefrontal cortex (PFC) 
at P10 and P30 (n = 3 mice per condition). Note that the percentage of Thsd7a +GFP+ cells 
matched the prediction for a gene expressed in chandelier cells (dotted white bar). 
(M) Colocalization of Thsd7a mRNA with PV in the prefrontal cortex (PFC) at P30 (n = 3 mice per 
condition). The percentage of Thsd7a+ cells that express PV (red bar) is similar to that of 
PV+/chandelier (dotted white bar) supporting its expression in chandelier cells. The low 
percentage of Thsd7a+/PV+ cells (blue bar) also is consistent with an expression in PV+ 
chandelier but not basket cells. Note that this percentage is higher than the one found for Hapln1 
(I), suggesting that some basket cells might express Thsd7a and/or that Hapln1 is not expressed 
in all PV+ chandelier cells. 
(N) Density of Thsd7a+ cells in the prefrontal cortex across development (n = 3 mice per 
condition). Note the huge decrease in the number of cells after P12. One-way ANOVA (p<0.05), 
followed by Tukey’s multiple comparisons (for both P10 vs P12 and P10 vs P30 p<0.05). 
All scale bars in this figure are equal to 20 µm. 

 
 

The next two genes, Lrrc17 and Fgf13, had a similar specificity ratio. Whereas nothing is 
known about the role of Lrrc17 in the brain, Fgf13 is a member of the fibroblast growth 
factor (FGF) homologous factors (FHFs) that do not function as growth factors (Olsen et 
al., 2003). As other FHFs, FGF13 acts as an auxiliary protein of voltage-gated sodium 
channels, increases sodium current density and causes a depolarizing shift in the 
voltage dependence of the channel inactivation. As a result, FGF13 increases neuronal 
excitability and enables sustained high-frequency firing such as that of fast-spiking 
chandelier cells (Goldfarb et al., 2007; Musa et al., 2015; Pablo et al., 2016; Rush et al., 
2006; Wang et al., 2017; Wittmack et al., 2004; Yang et al., 2017). FGF13 is also a 
microtubule stabilizing protein that regulates axon branching, neuronal polarization and 
migration (Wu et al., 2012a). In addition, Fgf13 mutant mice exhibit enhanced 
susceptibility to epilepsy due to a reduction in inhibitory inputs onto pyramidal neurons 
and consequently altered excitatory/inhibitory balance (Puranam et al., 2015). In light of 
this, it is not surprising that mutations in Fgf13 are associated with epilepsy (Puranam et 
al., 2015), X-chromosome-linked mental retardation (Wu et al., 2012a), autism (Yuan et 
al., 2017) and schizophrenia (Wang et al., 2015). Although Lrrc17 was a very good 
candidate, the plausible function of Fgf13 in maintaining the excitatory/inhibitory balance 
together with its high expression during circuit formation (Figure 10A) undoubtedly 
flagged it as a particularly promising gene for regulating chandelier synapse 
development. 
 

Validation of FGF13 as a chandelier-specific gene 
To validate FGF13 expression in chandelier cells, we used immunohistochemistry and 
colocalized FGF13 with fluorescently labeled chandelier cells in Nkx2.1CreERT2;Ai9 
mice. We found that all chandelier cells in the mouse PFC express FGF13 at P12, P15 
and P30 (Figures 12A-12C). Published work had shown expression of Fgf13 in 
pyramidal neurons at embryonic and early postnatal stages that decreased to barely 
detectable levels after P7 (Wu et al., 2012a), a time when chandelier cells start 
expressing high levels of the gene. Indeed, colocalization with gamma-aminobutyric acid 
(GABA) demonstrated that at P10 and P30 all FGF13-expressing cells are GABAergic 
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(Figures 12D-12F). Consistent with Fgf13 developmental upregulation shown by our 
RNA-seq data, we found that the number of GABAergic cells expressing Fgf13 
dramatically increased from P5 to P10 (Figure 12E). Therefore, similar to Cbln4 for 
somatostatin cells and Lgi2 for PV+ basket cells, Fgf13 is expressed in prefrontal 
chandelier cells, its expression increases during the time of chandelier synapse 
formation and is also maintained in the adult. 

 
 
Figure 12. FGF13 is specifically expressed in all chandelier cells. 
(A-C) Representative images (A and C) and quantification (B) showing expression of FGF13 in all 
chandelier cells at different stages of development (n = 3 mice in each condition). Scale bars 
equal 50 µm (A) and 20 µm (C). 
(D) Percentage of FGF13+ cells that express GABA at P10 and P30 (n = 3 mice per condition); 
note that at both stages all FGF13+ cells are GABAergic. 
(E) Density of FGF13+ cells in the prefrontal cortex across development (n = 3 mice per 
condition). Note the huge increase in the number of cells between P8 and P10. One-way ANOVA 
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(p<0.001), followed by Tukey’s multiple comparisons (for P10 vs P5 p<0.001 and for P10 vs P8 
p<0.01). 
(F) Representative images showing FGF13+GABA+ cells at P10 and P30. Scale bars equal 20 
µm. 
(G) Colocalization of FGF13 and PV. Note that not all PV+ cells express FGF13 and not all 
FGF13+ cells express PV. Scale bar equal 20 µm. 
(H) Representative image showing FGF13 expression in a PV- chandelier cell at P30. Scale bar 
equal 20 µm. 
(I and J) Pie graphs showing the colocalization of FGF13 with different cell markers at P10 and 
P30 in the mouse prefrontal cortex (n = 3 mice per condition). FGF13 is not expressed at 
detectable levels in glial and pyramidal cells or in other interneurons, with the exception of a 
marginal percentage of RELN+ cells. 
(K) Percentage of FGF13+ cells that are Tomato+ chandelier cells (labeled upon P2 or E17.5 
tamoxifen CreER induction in Nkx2.1CreERT2;Ai9 mice) in the upper layers of the prefrontal 
cortex at P30 (n = 3 mice per condition). Note that the colocalization rises when the total number 
of chandelier cells labeled increases. Student’s t-test, p<0.05. 
(L) Percentage of PV+ cells that express FGF13 (putative PV+ chandelier cells) in the prefrontal 
cortex (PFC) at P30 (n = 3 mice per condition). The low colocalization is consistent with the 
observed expression in PV+ chandelier but not basket cells. Note that this FGF13/PV 
colocalization suggests that, in the mouse prefrontal cortex, only 16% of PV+ interneurons are 
chandelier cells. 
 
 
As expected for a gene expressed in chandelier cells, FGF13 was found in a subset of 
PV+ cells (Figure 12G). Colocalization of FGF13 with several markers showed that the 
gene was not expressed at detectable levels in glial and pyramidal cells or in other 
interneurons (Figures 12G-12L), with the exception of a marginal percentage of RELN+ 
cells (10% and 3% RELN+/FGF13+ cells at P10 and P30, respectively). These results 
strongly suggest that, at both P10 and P30, almost all FGF13+ cells are PV+ and PV- 
(Figure 12H) chandelier cells. 
 
A caveat intrinsic to the Nkx2.1CreERT2;Ai9 line is that only a subpopulation of 
chandelier cells is fluorescently labeled by CreER-induction. To further confirm that the 
rest of cells expressing detectable levels of FGF13 were unlabeled chandelier cells 
(ChCs), we compared the percentage of ChCs/FGF13+ cells in mice that were 
administered with Tamoxifen at P2 to that observed in mice induced at E17.5 when we 
label more chandelier cells. As expected, the percentage of colocalization increased in 
mice induced at E17.5 (Figure 12K), providing additional evidence that the 90-97% of 
cells showing clear immunoreactivity for FGF13+ can be considered bona fide 
chandelier cells. To the best of our knowledge, the specificity of FGF13 immunoreactivity 
is an unprecedented tool that allows estimation of the dimension of the whole chandelier 
cell population. Chandelier cells have always been considered to be a minority of PV+ 
interneurons but their exact percentage was unknown (Inan and Anderson, 2014). 
FGF13/PV colocalization showed that, in the mouse prefrontal cortex, only 16% of PV+ 
interneurons are chandelier cells (Figure 12L). 

 
Altogether, the analyses performed with Cbln4, Lgi2, and Fgf13 confirmed a highly 
restricted pattern of expression in PV+ basket, somatostatin and chandelier cells in the 
developing cortex and, consistent with their RNA-seq expression profile, revealed that 
the three genes are upregulated in the corresponding interneuron subpopulation during 
the time of synapse formation. Therefore, they appeared as promising candidates to 
play a role in the specific assembly of PV+ basket, somatostatin and chandelier cells 
synapses. 
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6. FGF13, LGI2, and CBLN4 regulate subtype-specific inhibitory synapse 
development 

To investigate the role of Fgf13, Lgi2 and Cbln4 in regulating the development of 
different subtypes of GABAergic synapses, we used a systematic virus-mediated 
conditional gene knock-down strategy and performed cell-specific loss-of-function 
experiments in vivo. 

 

FGF13 controls chandelier cartridge and bouton development 
For chandelier cells, we engineered Cre-dependent conditional constructs expressing a 
short-hairpin RNA (shRNA) and in which recombination was reported by mCherry 
(Figure 13A). These constructs contained shRNAs targeting a common region for both 
FGF13 isoforms (shFgf13) or targeting LacZ as a control (Figure 13A). The ability of the 
shRNAs targeting FGF13 to efficiently downregulate FGF13 expression had been shown 
in previous work (Wu et al., 2012a). After confirming the functionality of our constructs in 
vitro (Figure 13B and 13C), we packed Cre-dependent shRNA-2 and shRNA-4 in adeno-
associated viral vectors (AAV) and produced a mixture of both viruses. 

Next, we injected Cre-dependent shFgf13 or Cre-dependent control shLacZ-
expressing viruses in the medial prefrontal cortex of Nkx2.1CreERT2 mice at P2 and 
induced Cre translocation to the nucleus by simultaneous Tamoxifen injections (Figure 
13D). Immunohistochemistry for FGF13 in the injected mice showed that shFGF13 
successfully down-regulated FGF13 expression in chandelier cells in vivo (Figure 13E 
and 13F). 
 
The most distinctive feature of chandelier cells is that their axon terminals form a 
network of synaptic boutons that line up vertically onto the axon initial segment (AIS). 
Upon FGF13 knock-down, we observed a high disorganization of the chandelier axons 
at P30. This was particularly evident when infected chandelier cells were co-
immunostained with AnkyrinG (AnkG), which labels the AIS of neighboring pyramidal 
neurons (Figures 13G and 13H). In control shLacZ-expressing chandelier cells, the 
axonal cartridges (labeled with mCherry) followed a single AIS and made multiple 
contacts onto it. In shFgf13 cells, the cartridges formed tangles and crossed over 
horizontally from one AIS to another. Interestingly, in FGF13 knock-down cells each 
mCherry+ cartridge contacted more AISs compared to the control and this phenotype 
was accompanied by a small increase in cartridge length (Figure 13I and 13J). Although 
shFgf13 did not prevent the formation of chandelier axons and we could still identify 
chandelier cells by morphology, Fgf13 knock-down cells had a less dense arbor, as 
shown by a higher distance between cartridges compared to the controls (Figure 13K). 
 
We next analyzed the density of chandelier synapses at P30 and found that expression 
of shFgf13 led to a 50% decrease in the number of synapses that chandelier cells make 
onto the AIS compared to the control, whereas no significant difference in the number of 
total boutons per cartridge was observed (Figure 13L-13O). Altogether, these results 
show that FGF13 controls chandelier cartridge and bouton development. Remarkably, 
the number of somatic mCherry+ boutons from incidental infection of PV+ basket cells 
was unchanged, further supporting the specific role of FGF13 in the regulation of 
chandelier synapse formation (Figure 13P). 
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Figure 13. FGF13 controls cartridge and bouton development in chandelier cells. [Legend 
continues on next page] 
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[Legend Figure 13 from the previous page] 
 
(A) Diagram of the AAV Cre-dependent constructs expressing mCherry and shFgf13 (engineered 
by R. Deogracias). 
(B and C) FGF13 mRNA (B) and protein (C) expression upon FGF13 downregulation using 
different shRNAs in vitro (n = 3, experiment performed by V. Gonzalez and R. Deogracias). For 
(B), one-way ANOVA followed by Holm-Sidak’s multiple comparisons test (p<0.001 for the 
indicated comparisons). 
(D) Schematic of AAVs stereotaxic injections in the prefrontal cortex of P2 Nkx2.1CreERT2 mice. 
(E and F) Representative images showing mCherry+ chandelier cells from sparse viral infection 
and the reduction of endogenous FGF13 protein in mCherry+ chandelier cells that express 
shFgf13 (F) but not the shLacZ (E). Scale bars equal 20 µm. 
(G and H) Representative images showing a less dense arborization and the disorganization of 
the chandelier axons at P30 in FGF13 knock-down cells (H) compared to control cells infected 
with a virus expressing shLacZ (G). These images were taken by V. Gonzalez. Scale bars equal 
10 µm. 
(I) Quantification of the number of axon initial segments contacted by one cartridge (defined as 
such when 3 consecutive presynaptic boutons were found on the same chandelier axon) in FGF13 
knock-down cells (n = 16 cells from 3 mice) compared to shLacZ–expressing control cells (n = 13 
cells from 3 mice). Mann Whitney test, p<0.001. 
(J) Quantification of the average cartridge length in FGF13 knock-down cells (n = 6 cells from 3 
mice) compared to controls (n = 3 cells from 3 mice). Mann Whitney test, p<0.05. 
(K) Quantification of the ‘distance to closest cartridge’ (measured as the average distance 
between each cartridge and the cartridge that is closest to it and used as a proxy to estimate the 
density of the chandelier arbor) in FGF13 knock-down cells (n = 17 cells from 3 mice) compared to 
shLacZ–expressing control cells (n = 13 cells from 3 mice). Mann Whitney test, p<0.001. 
(L) Quantification of the density of chandelier synapses per unit of axon initial segment in FGF13 
knock-down cells (n = 16 cells from 3 mice) compared to shLacZ–expressing control cells (n = 14 
cells from 3 mice). Student t-test, p<0.001. 
(M) Quantification of the average number of chandelier presynaptic boutons in one cartridge in 
FGF13 knock-down cells (n = 3 cells from 3 mice) compared to shLacZ–expressing control cells (n 
= 5 cells from 3 mice). Student t-test, p>0.05. 
(N and O) Representative images and Imaris reconstruction showing the lower density of 
chandelier AIS-synapses in FGF13 knock-down cells (O) compared to shLacZ–expressing control 
cells (N). These images were taken and reconstructed by V. Gonzalez. Scale bars equal 10 µm. 
(P) Quantification of the density of mCherry+ somatic synapses per surface unit of pyramidal cell 
soma in FGF13 knock-down mice (n = 6 cells from 3 mice) compared to shLacZ–expressing 
control cells (n = 5 cells from 3 mice). Mann Whitney test, p>0.05. 

 
 

FGF13B partially rescues the knock-down phenotype 
FGF13 has two isoforms, FGF13A and FGF13B, that show a differential expression, 
subcellular localization, and function (Munoz-Sanjuan et al., 2000; Pablo et al., 2016; 
Wu et al., 2012a). FGF13B is highly expressed in the mouse cortex, whereas FGF13A is 
expressed at lower levels (Wu et al., 2012a). Although both isoforms bind directly to 
voltage-gated sodium channels (VGSCs), the effect of their modulation on cell 
excitability and firing frequency seems to be different (Pablo et al., 2016; Rush et al., 
2006). In addition, FGF13B —but not FGF13A— interacts with microtubules and 
regulates axonal branching and neuronal migration (Wu et al., 2012a). FGF13A contains 
a nuclear localization signal (NLS) and has been found in the nucleus (Pablo et al., 
2016; Wu et al., 2012a) which suggests a yet unidentified nuclear function. Since 
chandelier cells lacking FGF13 displayed defective cartridge and synapse development, 
we reasoned that the phenotype observed was likely due to the expression of the 
FGF13 isoform more related with the axonal branching, FGF13B. 
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A pilot experiment overexpressing a Fgf13B cDNA that has silent mutations which 
make it resistant to shFgf13-mediated RNA interference showed that the average 
number of chandelier synapses was still closer to the density found in knock-down cells 
(Figure 14A). Conversely, the cartridge length and the number of AISs contacted by one 
cartridge was more similar to the control (Figure 14B and 14C). Although the low 
number of cells analyzed did not provide enough power to allow detection of significant 
differences with either shLacZ or shFgf13, these preliminary results suggested that 
FGF13B might be able to rescue the chandelier arbor disorganization (Figure 13I-K) but 
not the decreased synapse density (Figure 13L). While more cells need to be analyzed, 
the data obtained so far hint that (1) the effects of shFgf13 are likely to be specific, (2) 
the synaptic phenotype might not be the mere consequence of an abnormal 
morphological differentiation of the chandelier arbor and that (3) FGF13A or —more 
likely— a coordinated action of FGF13A and FGF13B may regulate chandelier synapse 
formation. 

 
Figure 14. FGF13B seems to rescue the axonal phenotype but not the synaptic defect 
observed upon FGF13 downregulation. 
(A) Quantification of the density of chandelier synapses per unit of axon initial segment in FGF13 
knock-down cells (same data as in Figure 13L), shLacZ–expressing control cells (same data as in 
Figure 13L) and cells expressing both shFgf13 and a mutated FGF13B isoform resistant to the 
shRNA (rescue, n = 4 cells from 2 animals). One-way ANOVA (p<0.001) followed by Tukey’s 
multiple comparisons test (shLacZ vs FGF13B rescue p=0.106; shFgf13 vs FGF13B rescue 
p=0.784). 
(B) Quantification of the average cartridge length in FGF13 knock-down cells (same data as in 
Figure 13J), shLacZ–expressing control cells (same data as in Figure 13J) and FGF13B rescue (n 
= 4 cells from 2 animals). One-way ANOVA (p<0.01) followed by Tukey’s multiple comparisons 
test (shLacZ vs FGF13B rescue p=0.538; shFgf13 vs FGF13B rescue p=0.233). 
(C) Quantification of the number of axon initial segments contacted by one cartridge in FGF13 
knock-down cells (same data as in Figure 13I), shLacZ–expressing control cells (same data as in 
Figure 13I) and FGF13B rescue (n = 4 cells from 2 animals). One-way ANOVA (p<0.001) followed 
by Tukey’s multiple comparisons test (shLacZ vs FGF13B rescue p=0.891; shFgf13 vs FGF13B 
rescue p=0.143). 

 
 

Cell-specific expression of Lgi2 and Cbln4 controls somatic and dendritic 
inhibitory synapse development 

Chandelier cell-specific Fgf13 knock-down experiments demonstrated that a cell-
type specific program is responsible for the morphological differentiation of chandelier 
cells and regulates axo-axonic inhibitory synapse formation. 

We used a similar approach to investigate the role of Lgi2 and Cbln4 in controlling 
the development of somatic and dendritic inhibitory synapses, respectively. Efficient 
downregulation of both proteins was achieved injecting Cre-dependent shLgi2 or 
shCbln4-expressing virus in the somatosensory cortex of Lhx-6-Cre and SST-Cre mice, 
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respectively (data not shown, R. Deogracias, unpublished). We found that down-
regulation of LGI2 in PV+ basket cells caused a decrease in the density of somatic 
inhibitory synapses and loss of function of CBLN4 in SST+ cells led to a reduction of 
dendritic synapses onto pyramidal cells (Figures 15A-E, R. Deogracias and A. Marques-
Smith, unpublished). Remarkably, overexpression of CBLN4 in SST+ cells essentially 
yielded the opposite phenotype: an increase in inhibitory synapses onto the dendrites of 
pyramidal cells (Figure 15E; R. Deogracias, unpublished). Altogether, our findings 
demonstrated that three genes specifically expressed in different interneurons regulate 
the development of different types of inhibitory synapses. 

 
It was however not clear whether FGF13, LGI2, and CBLN4 are components of entire 
cell-specific molecular programs that as a whole specify different patterns of 
connectivity. To get some insights into this question, we performed pilot experiments 
overexpressing an HA-tagged CBLN4 in chandelier using a conditional viral strategy in 
the Nkx2.1CreERT2 line. We found that, whereas overexpression of CBLN4 in SST+ 
interneurons led to a gain of function phenotype, its overexpression in chandelier cells 
did not affect the number of chandelier synapses. Preliminary data showed that Cbln4-
overexpressing chandelier cells innervated the AIS of pyramidal neurons, formed normal 
cartridges and made a number of axo-axonic synapses comparable to control chandelier 
cells (Figure 15F-15H). These results further confirmed that CBLN4 functions specifically 
in regulating the formation of dendritic synapses made by SST+ cells. 

 
Figure 15. Lgi2 regulates the development of PV+ somatic synapses and Cbln4 specifically 
controls SST+ dendritic inhibitory synapses. 
(A-C) Representative images (A and B) and quantification (C) of mCherry+Syt2+ somatic 
synapses per surface unit of pyramidal cell soma in LGI2 knock-down cells (n = 202 cells from 7 
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mice) and shLacZ–expressing control cells (n = 195 cells from 6 mice). Mann Whitney test, 
p<0.01. Images and graphs are from A. Marques-Smith. Scale bars equal 1 µm. 
(D) Representative image and Imaris reconstruction used for quantification of mCherry+ boutons 
inside the axons of infected SST+ cells contacting Gephyrin+ postsynaptic clusters in layer I of the 
somatosensory cortex. Scale bar equal 1 µm. 
(E) Quantification of GAD65+mCherry+Gephyrin+ synapses per unit of presynaptic mCherry+ 
axon in CBLN4 knock-down cells (n = 5 mice), shLacZ–expressing control cells (n = 5 mice) and 
CBLN4 overexpressing cells (n = 4 mice). Note that the graph does not start at zero. One-way 
ANOVA (p<0.001) followed by Tukey’s multiple comparisons test (shLacZ vs shCbln4 p<0.05; 
shLacZ vs CBLN4 overexpression p<0.001). Graphs are from R. Deogracias. 
(F-H) Representative images (F and G) and quantification (H) of the density of chandelier 
synapses per unit of axon initial segment in CBLN4 overexpressing chandelier cells (n = 3 cells 
from 2 mice) compared to shLacZ–expressing control cells (n = 14 cells from 3 mice). Mann 
Whitney test, p>0.05. Scale bars equal 20 µm. 
 
 
Collectively, Fgf13, Lgi2 and Cbln4 emerged as paradigmatic genes which support the 
existence of synaptic protein repertoires that are selective for each interneuron subtype. 
Altogether, these results illuminate how cell-specific molecular programs control the 
formation of different types of GABAergic synapses onto pyramidal neurons. 
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Understanding brain function (and dysfunction) begins with the knowledge of how 
neuronal connections are established and organized in functional networks. Identifying 
the mechanisms of synapse specificity is a key step in the greater endeavor of 
deciphering the brain connectome. In this study, we combined new methods for purifying 
different neuronal populations at various maturation stages together with parallel RNA 
sequencing to characterize the transcriptional dynamics of chandelier, PV+ basket and 
SST+ cells during synapse formation. Furthermore, we used a virus-mediated protein 
knockdown strategy to prove that the unveiled cell-specific molecular signatures 
translate functionally into the specification of different patterns of connectivity. The 
transcriptome data described in this work provide the neuroscience community with a 
valuable resource to better understand the relationship between cortical interneuron 
development and diversity. 

 

1. Cell diversity: transcriptional signatures of developing interneurons 

The analysis of our comparative transcriptome data showed that different developing 
interneuron populations express several cell type-specific genes. Many of these genes 
are critical to specify their synaptic and cellular properties. Indeed, our gene enrichment 
analysis revealed that of all genes differentially expressed in each interneuron subtype 
during cortical wiring, those broadly involved in circuit formation are predominant. In 
particular, axon guidance, cell adhesion and extracellular matrix molecules, in addition to 
G protein-coupled receptors (GPCRs), are the leading indicators of neuronal diversity in 
P10 interneurons. This is consistent with previous studies that have highlighted how cell 
surface molecules significantly contribute to cell type diversity (Doyle et al., 2008; 
Molyneaux et al., 2015). For example, P1 pyramidal cells that project to different regions 
have a different complement of G protein-coupled receptors (GPCRs) and members of 
the semaphorin family (Molyneaux et al., 2015). 

Our analysis also showed a high enrichment in genes that control the emergence of 
the electrophysiological properties of neocortical interneurons. Electrophysiological 
maturation and connectivity are two concomitant and intimately related components of 
neuronal identity (Tremblay et al., 2016). During development, the properties of different 
interneurons undergo profound changes, ultimately leading to the phenotypic divergence 
that characterizes their mature profile (Petilla Interneuron Nomenclature Group et al., 
2008; Tremblay et al., 2016). As the physiological maturation of each interneuron type 
relies on parallel trajectories of ion channel expression, it is not surprising that distinct 
repertoires of ion channels are expressed among different interneurons (Sugino et al., 
2006) as well as in mature compared to developing interneurons (Okaty et al., 2009). 

Although abundant and detailed information is available only for PV+ fast-spiking 
interneurons (Doischer et al., 2008; Goldberg et al., 2011; Itami et al., 2007; Okaty et al., 
2009), we know that thousands of transcripts are developmentally regulated while 
interneurons undergo the tremendous physiological changes that characterize their 
maturation. Ion channel subunits are significantly overrepresented among both up- and 
downregulated genes; many of the upregulated ion channels show enriched expression 
in mature PV+ cells as compared to other interneuron subtypes, whereas downregulated 
genes are associated with PV- non-fast-spiking interneurons (Okaty et al., 2009; Sugino 
et al., 2006). Consistently, our transcriptome data show that already at P10 different 
interneurons exhibit cell-specific expression of ion channel subunits. It is particularly 
striking that such a difference also exists within the fast-spiking group, between 
chandelier and PV+ basket cells. Coupling a study of the expression of these cell-
specific subunits with an analysis of how they change between two close stages of 
development (P5/P8 and P10) will allow a more detailed study of how cell type-specific 
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expression of ion channel subunits arises during development. Moreover, it would be 
interesting to complement this analysis by studying how post-transcriptional 
modifications, another key determinant of diversity in ion channel properties (Jan and 
Jan, 2012; Lipscombe et al., 2013a; Marques-Smith et al., 2016a; Onwuli and Beltran-
Alvarez, 2016), contribute to the emergence of the unique mature physiological 
properties of different interneurons. Our transcriptome data would be an excellent 
valuable resource for both of these analyses, thus contributing to expand our knowledge 
on the developmental mechanisms underlying the constellation of interneuron subtype-
specific features. 

 

2. A dynamic picture of interneuron diversity across developmental stages 

Interneuron diversity is a field under active investigation (Klausberger and Somogyi, 
2008; Wamsley and Fishell, 2017). Recent progress in single-cell sequencing has 
complemented previous studies (Sugino et al., 2006) and has tremendously increased 
our knowledge on the roles of genetic programming in sculpting interneuron types (Jiang 
et al., 2015; Markram et al., 2015; Tasic et al., 2016; Zeisel et al., 2015). Conversely, a 
parallel understanding of how the unique properties of different interneurons emerge 
during development has lagged behind (Okaty et al., 2009). In particular, it is still unclear 
how cell-specific differences in gene expression support the exquisite specificity 
observed in the connectivity of different interneuron subtypes (Wamsley and Fishell, 
2017). 

In marked contrast with recent work (Jiang et al., 2015; Tasic et al., 2016), which 
provided a static —albeit useful— screenshot of the diversity exhibited by mature 
interneurons, our study not only revealed transcriptional differences between cell types 
but also provided a dynamic picture of the changes in gene expression between two 
close stages of early synaptic wiring. 

This approach revealed that distinct genes with analogous molecular function are 
expressed in different interneurons and upregulated during circuit formation. In 
particular, we found that cell type-specific synaptic properties are encoded by different 
complements of molecules involved in axon growth as well as cell-cell and cell-matrix 
interactions. Consistently, upregulation or downregulation of similar types of molecules 
have been shown to distinguish maturing PV+ cells from their adult counterparts (Okaty 
et al., 2009). 

Selective molecular programs support interneuron subtype-specific 
connectivity 
As a proof of concept, we investigated the function of three putative synaptogenic genes 
that exhibited cell type-specific expression in chandelier, PV+ basket and SST+ cells 
and were upregulated across development. We proved that the three molecules —
FGF13, LGI2 and CBLN4— regulate the assembly of, respectively, axo-axonic, somatic 
and dendritic inhibitory synapses (Figure D1). These results showed how cell-specific 
molecular signatures indeed trigger the specification of different patterns of connectivity. 
Interestingly, these molecules play a role in three different steps of synapse 
development: axon branching, synapse maturation and synapse assembly, suggesting 
that cell-specific mechanisms operate at all levels of interneuron circuit formation. 
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Figure D1. Selective molecular programs regulate interneuron subtype-specific 
connectivity. 
FGF13, LGI2 and CBLN4 exhibit cell type-specific expression in chandelier, PV+ basket and SST+ 
cells and play a role in the assembly of axo-axonic, somatic and dendritic inhibitory synapses, 
respectively, thereby showing that cell-specific mechanisms regulate inhibitory circuit specificity. 
 
 

In addition, we observed that overexpression of Cbln4 in the cell type where it is 
exclusively expressed in the wild-type cortex —SST+ cells— leads to a huge increase in 
the density of dendritic synapses. However, forcing the expression of Cbln4 in 
chandelier cells not only does not modify their target from the AIS to the dendrites but 
also has no effect on the number of chandelier synapses. Considering that Cbln4 is a 
secreted molecule, one conceivable explanation is that chandelier cells do not express 
the presynaptic partners necessary for Cbln4 to exert its potent synaptogenic effect. A 
second, not necessarily alternative, possibility is that Cbln4 postsynaptic receptors are 
not positioned at the AIS where the terminals of chandelier cells make their synaptic 
contacts. The ability of Cbln4 to selectively induce synapse formation only in SST+ cells 
further supports the existence of highly selective cell-type specific programs that shape 
not only one protein but entire molecular repertoires, such as synaptic protein 
complexes, in developing cortical interneurons. 

Although our findings show that molecular diversity supports the exquisite 
specificity of interneuron subtype-specific synaptic connections, it is important to 
mention that ubiquitous molecules have been shown to regulate specific subtypes of 
inhibitory synapses, such as PV+ basket (Chattopadhyaya et al., 2013) or chandelier 
(Tai et al., 2014). This is however not surprising and supports the notion that molecules 
ubiquitously expressed can play unique roles in brain wiring because of the cell-specific 
molecular partners they interact with (Allan et al., 2005; Pawson and Nash, 2000). 

 

3. Upregulation of metabolic genes in PV+ basket cells during brain wiring 

Surprisingly, the pathway analysis also showed a high enrichment in genes associated 
with neurodegenerative diseases. A closer look to the individual genes driving this 
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enrichment reveals that that they are all involved in energy metabolism, which is a 
crucial pathological component in neurodegenerative disorders (Burté et al., 2015; Dunn 
et al., 2014; Gouarné et al., 2013; Gray et al., 2014; Knight et al., 2014; Lin and Sheng, 
2015; Pathak et al., 2013; Schwarz, 2013). Indeed, the very same genes are also the 
source of the observed enrichment in oxidative phosphorylation, tricarboxylic acid (TCA) 
cycle and respiratory electron transport pathways. 

Neuronal computation is energetically expensive. As such, most brain energy is 
used on different events of synaptic transmission, including transmitter release and 
recycling, generation of postsynaptic currents, and, predominantly, action potential 
initiation and frequency (Attwell and Laughlin, 2001; Carter and Bean, 2009; Harris et 
al., 2012; Rangaraju et al., 2014). In fact, activity-driven local ATP synthesis via both 
glycolysis and mitochondrial function is required for synaptic function (Jang et al., 2016; 
Rangaraju et al., 2014; Wang et al., 2004a). In light of this, the upregulation of metabolic 
genes during brain wiring appears as fundamental to fulfill the increased energy demand 
associated with the emergence of synaptic connectivity. 

The metabolic genes are one of the very few instances in which post hoc analysis 
of the expressing cell-type reveals a predominant expression in one population only, 
PV+ basket cells. To support high-frequency neuronal firing and rapid action potential 
kinetics, PV+ interneurons are energetically demanding (Carter and Bean, 2009). This 
particularly high energy utilization requires optimal mitochondrial performance (Kann et 
al., 2011) and, indeed, PV+ cells have higher mitochondrial content compared to other 
neurons (Gulyás et al., 2006). As a result, mitochondrial dysfunction and metabolic 
deficits in PV+ cells alter their intrinsic physiology and network connectivity, as well as 
complex information processing (Galow et al., 2014; Inan et al., 2016; Kann et al., 2014). 

Being PV+ basket and chandelier cells both fast-spiking, a legitimate question is 
why these metabolic genes are more specifically and abundantly expressed in PV+ 
basket than in chandelier cells. A possible explanation lies in their apparent differential 
contribution to the generation of gamma rhythm in the cortex. Fast-spiking cells have 
been shown to synchronize local assemblies of pyramidal cells in the gamma frequency 
(Cardin et al., 2009). However, although chandelier cells are active at gamma 
frequencies, their firing is not synchronized with the gamma rhythm and thus they do not 
seem to be critical for gamma oscillations (Dugladze et al., 2012; Massi et al., 2012). 
During gamma oscillations, the peak of oxygen consumption approaches the demand 
observed during seizures and mitochondrial oxidative capacity operates near its 
functional limit. As such, gamma band synchrony relies heavily on energy metabolism 
and is particularly sensitive to metabolic disruption (Kann et al., 2014). It is therefore 
possible that the metabolic machinery of PV+ basket but not chandelier cells is built to 
specifically cope with their high oxygen consumption and energy demands during 
gamma band synchrony. 

While our knowledge on how cortical fast-spiking PV+ basket cells acquire their 
mature electrophysiological properties over the first postnatal weeks has considerably 
increased in the last years (Anastasiades et al., 2016; Doischer et al., 2008; Du et al., 
1996; Goldberg et al., 2011; Itami et al., 2007; Okaty et al., 2009), a parallel 
understanding of how the metabolic machinery sustaining such properties develops has 
lagged behind. Consistent with previous work (Okaty et al., 2009), our screening 
highlights the physiological importance of the developmental upregulation of 
metabolism-related genes specifically in PV+ basket cells. In the future, our 
transcriptome data will be a useful tool to investigate the development of PV+ cell 
neuroenergetics over the course of their physiological and synaptic maturation. 
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4. The “5 W’s” of FGF13 synaptic phenotype 

To date, the low number of chandelier cells and the lack of a specific marker have 
severely hampered the identification of the mechanisms regulating chandelier cell 
development. Paraphrasing the words of a science writer, “because of the strategic 
importance of chandelier cells, it has been a source of frustration to neuroscientists that 
little has been learned about them since their discovery” (Tarr, 2012). Our findings show 
that FGF13 plays a critical role in chandelier axonal arbor, cartridge and bouton 
development. In particular, FGF13 deficient cells display a striking phenotype: (1) their 
axonal arbor is less dense with (2) tortuous, longer and more horizontally oriented 
cartridges. In their greater length, these abnormal cartridges (3) contain a similar 
number of total boutons compared to controls and (4) contact more axon initial 
segments (AISs), but yet (5) they make remarkably less axo-axonic synapses per unit of 
AIS. 

Possible scenarios 
Why, if FGF13 knockdown cartridges have the same number of boutons per cartridge 
and contact more AISs, the density of synapses on the AIS is reduced? Several – not 
mutually exclusive – scenarios are possible (Figure D2). 
 

 
Figure D2. FGF13 regulates chandelier axonal arbor, cartridge and bouton development. 
Possible non mutually exclusive scenarios explaining the complex phenotype of FGF13 
knockdown chandelier cells. FGF13 deficiency leads to the formation of tortuous, longer, less 
dense and more horizontally oriented cartridges. These cartridges contain a similar number of total 
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boutons compared to controls and contact more AISs but make less synapses. A potential 
explanation for the observed loss of synapses is related with the possibility of missing a specific 
target domain (A and B) or with a defective contact (C and D). Alternatively, the similar number of 
synapses per cartridge might be distributed over several AISs (E). Finally, the synaptic phenotype 
might simply be a consequence of the reduced chandelier axonal arborization (F). Note that most 
of these scenarios assume some degree of interdependence between the axonal and synaptic 
phenotype and are likely to co-exist. 
 
(1) “Mismatch”. In the cortex, chandelier synapses are not formed equally along the 

AIS but are instead biased toward the distal end (Inan et al., 2013; Wefelmeyer et 
al., 2015). Consequently, if the same number of boutons is distributed over a greater 
length, some of them may fall outside the domain where the postsynaptic partner is, 
thus impeding the synaptic contact (Figure D2A). An alternative inherent in this 
model is that the synaptic contact is actually made outside the target region but it is 
subsequently disassembled and retracted as inappropriate (Figure D2B). Live 
imaging of chandelier synapse formation in control and FGF13 knockdown cells 
would help to distinguish between these two possibilities. 

(2) “Contact”. A second scenario holds that all boutons in the cartridge have the 
potential to connect with the target domain but the contact does not occur due to (A) 
the curved and tortuous structure of FGF13 deficient cartridges. This hypothesis is 
based on the observation that synaptic cell adhesion can only operate at short 
distances (<100 nm) (Südhof, 2006). Consequently, once a first bouton has reached 
out the AIS, the following bouton may be too distant for a second contact to happen 
(Figure D2C). Alternatively, (B) all boutons may be close enough to allow the 
formation of synaptic connections within the target region but the lack of FGF13 
could affect the expression or localization of presynaptic adhesion molecules, thus 
making on average the occurrence of synaptic contacts more difficult and, therefore, 
less likely (Figure D2D). 

(3) “Direction”. Although the tendency of FGF13 knockdown cartridges to have a 
horizontal orientation is still at the level of a mere qualitative observation, it might 
play an important role in determining the synaptic phenotype. Specifically, a possible 
explanation for the reduced density of axo-axonic synapses could be that the similar 
number of boutons per cartridge is distributed over several AISs. This possibility is 
consistent with both the increase in the number of AISs contacted by one cartridge 
and their horizontal orientation (Figure D2E). Implicit in such option is that the 
amount of inhibition provided by a single chandelier cell to a given pyramidal neuron 
would be lower but the overall inhibitory drive to the pyramidal cell network could be 
similar or even higher, depending on where these synapses are located at the AIS 
(Wefelmeyer et al., 2015). A different type of examination (‘horizontal’ as opposite to 
‘vertical’), for instance analyzing the number of bouton per AIS rather than per unit of 
AIS, can help to verify this fascinating scenario. 

(4) “Axon density”. A fourth possibility that deserves consideration is that the synaptic 
phenotype might be the mere consequence of the reduced chandelier axonal 
arborization. The higher distance found between neighbor cartridges suggests that 
the total number of cartridges made by individual chandelier cells lacking FGF13 
may be reduced. Since each AIS is innervated by more than one cartridge (Inan et 
al., 2013), it is plausible to hypothesize that the resulting average synapse density 
onto the AIS will be correspondingly scaled down (Figure D2F). To rule out this 
option, it would be useful to study how a late FGF13 downregulation (for example 
using the relatively late PV-Cre driver) affects both the number of synapses and the 
axonal morphology. 
As stated above, it is plausible that the synaptic phenotype is indeed the result of 

several of these scenarios combined. To parse among these possibilities, it would be 
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important to investigate whether the axonal and synaptic phenotypes observed upon 
FGF13 deficiency are related or if they reflect two different functions of the protein. Even 
in the last scenario, some degree of interdependence between the axonal and synaptic 
phenotype is nevertheless likely to occur. 

Molecular perspective on the role of FGF13 in chandelier cells 
So far only two molecules have been shown to regulate chandelier synapse formation, 
the tyrosine kinase receptor ErbB4 (Fazzari et al., 2010; Del Pino et al., 2013) and a 
cytoplasmic modulator of ErbB4 activity, the guanine nucleotide exchange factor (GEF) 
DOCK7 (Tai et al., 2014). Interestingly, whereas ErbB4 promotes the formation of axo-
axonic inhibitory synapses but does not regulate chandelier axonal morphology (Fazzari 
et al., 2010), DOCK7 plays two distinct roles in chandelier cells regulating both cartridge 
and bouton development (Tai et al., 2014). In fact, the effects of DOCK7 deficiency 
closely resemble the phenotypes observed upon FGF13 knockdown (Tai et al., 2014). In 
addition, like FGF13 (Wu et al., 2012a), DOCK7 also controls axon formation and 
polarization of newborn pyramidal neurons at early stages of development (Watabe-
Uchida et al., 2006). Whether DOCK7 and FGF13 interact is currently unknown and 
should be verified in the future. 

The diverse functions of both FGF13 and DOCK7 support the notion that multiple 
interactions of the same molecule can drive different pathways. The fact that a molecule 
plays different roles in the same cell or similar roles in different cells is a recurrent theme 
in biology that shows how the specificity of its effects lays in the different molecular 
complexes it engages in (Allan et al., 2005; Pawson and Nash, 2000). In the case of 
FGF13, it regulates polarization in pyramidal cells at embryonic stages and then, later in 
development, it is specifically expressed in chandelier cells where it regulates both axon 
differentiation and synapse formation. Future studies exploring the molecular 
mechanisms underlying specific aspects of FGF13-mediated regulation of the 
morphological differentiation of chandelier cells will help to better understand how these 
peculiar inhibitory neurons mature. 

Net effect of the multiple roles of FGF13 
It is difficult to estimate how the intricate combination of the morphological changes 
observed upon FGF13 downregulation will ultimately affect their inhibitory drive onto 
both individual target pyramidal cells and at the network level. For example, can a 30% 
increase in the number of AISs contacted by one cartridge compensate, at the network 
level, for a 50% reduction in both axon and synapse density? 

Patch-clamp electrophysiological recordings would be extremely informative. 
Performing pair-recordings between FGF13 knockdown chandelier cells and pyramidal 
neurons could reveal a lower connection probability if the arborization defect is 
predominant, or exactly the opposite if what prevails is the increase in AISs contacted by 
one cartridge. In addition, based on the results of the structural analysis, in the 
connected pairs one might expect to find altered inhibitory postsynaptic current 
dynamics.  

However, the answers to these questions cannot be anticipated without taking into 
account the effect of FGF13 on the intrinsic properties of neurons. A large amount of 
evidence has shown that FGF13 binds and modulates voltage-gated sodium channels 
(VGSCs). As such, it profoundly influences their properties, leading to an increase in 
neuronal excitability and firing frequency (Ali et al., 2016; Goetz et al., 2009; Goldfarb et 
al., 2007; Laezza et al., 2009; Musa et al., 2015; Pablo et al., 2016; Rush et al., 2006; 
Wang et al., 2017; Wittmack et al., 2004; Yang et al., 2017). In light of this, we would 
predict that FGF13 knockdown makes chandelier cells more excitable and slower. 
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This scenario is nevertheless further complicated by the differential modulation of 
neuronal firing rate via the two FGF13 isoforms, both apparently expressed in chandelier 
cells (data not shown). FGF13B facilitates high-frequency spiking whereas FGF13A 
hampers it. The different effects of FGF13 isoforms on channel properties is remarkable 
as it may allow specific sub-populations of chandelier cells to fine-tune their firing 
properties via alternative splicing of FGF13. Once again, predicting the net effect of 
FGF13 deficiency in this context is not trivial and could only be investigated using 
deletion mutants that segregate the two functions —axonal growth and channel 
regulation— of this complex protein. 

Of note, an analogous warning should also be raised for LGI2, as LGI proteins can 
influence cell excitability by modulating Kv1.1, a voltage-gated presynaptic potassium 
channel subunit that critically controls neurotransmitter release probability and neuronal 
excitability (Johnston et al., 2010; Schulte et al., 2006). 

Value of FGF13 to gain insights into homeostatic plasticity 
The remarkable phenotype exhibited by chandelier cells upon FGF13 knockdown also 
raises broader scale questions that should be answered in the future. One particularly 
interesting subject for future investigation concerns the compensatory mechanisms that 
might be triggered to satisfy the requirements for network homeostasis. 

Cortical networks have the extraordinary ability to maintain stability despite 
perturbations. Homeostatic changes involve nearly any aspect of neuron and network 
function, from neuronal intrinsic excitability to synaptic inputs and outputs (Burrone, 
2003; Marder and Taylor, 2011; Turrigiano and Nelson, 2000). As such, one would 
expect broad compensatory changes to be elicited by the large loss of chandelier 
synapses observed upon FGF13 deficiency. 

For example, it would be interesting to explore whether wild-type chandelier cells 
attempt to compensate the reduced inhibition from knockdown cells and, if so, how. Do 
they make more synapses? Is their axonal arbor wider? Is it denser? Do they contact 
more AISs? Do they increase their excitability? 

Alternatively, FGF13 knockdown chandelier cells might also correspondingly re-
adjust their excitability. Although confirming such a compensatory effect would be 
greatly complicated by the additional direct role of FGF13 in regulating cell excitability, 
rescue experiments using deletion mutants or a comparison between acute (e.g. using 
small peptide inhibitors in vitro) and chronic FGF13 downregulation would allow 
discriminating between these possibilities. 

The interaction between the position of the AIS and its synapses plays a critical role 
in determining the homeostatic adaptation of neurons to changes in network activity. 
Specifically, in response to an increase in activity, a combination of distal relocation of 
the AIS and activation of axo-axonic synapses in the proximal axonal region efficiently 
decreases neuronal excitability (Grubb and Burrone, 2010a, 2010b; Grubb et al., 2011; 
Wefelmeyer et al., 2015). What happens then to the AIS of pyramidal cells contacted by 
FGF13 deficient cells? Does the AIS undergo structural reorganization to compensate 
the changes in pyramidal cell excitability that are likely to result from the loss of 
chandelier synapses? In this context, a comparison between the effect of a cell-
autonomous manipulation of FGF13 in chandelier cells and the use of an FGF13 
conditional knock-out strain (Wang et al., 2017; Wu et al., 2012a) will certainly prove 
useful. 

Given the paucity of information about chandelier cells and considering that what is 
known is not free from controversy and debate (Inan and Anderson, 2014; Szabadics et 
al., 2006; Wang et al., 2016; Woodruff et al., 2009, 2010), it is difficult to predict what 
compensatory mechanisms can be triggered by a reduction in such a strategical but 
enigmatic subtype of inhibitory inputs. We envision that teasing out in what way cortical 
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networks adapt to a loss of chandelier synapses will provide further insights into the 
function of these mysterious interneurons and how they are integrated in the cortical 
circuits. 

 

5. Role of LGI2 and CBLN4 for subtype-specific synapse formation 

Our findings showed that LGI2 and CBLN4 regulate the formation of, respectively, 
somatic and dendritic inhibitory synapses onto pyramidal cells. 

LGI2 may regulate PV+ synapse maturation and properties 
LGI2 is a secreted Leucine Rich Repeat (LRR)-containing protein. Whereas cell 
adhesion proteins containing LRR domains have fundamental roles in initiating 
synaptogenesis (de Wit and Ghosh, 2014, 2016; de Wit et al., 2011), secreted LRR-
proteins have been shown to be critical in later stages of synapse development. For 
example, LGI1 —another member of the LGI family found at excitatory synapses— is an 
important regulator of excitatory synaptic transmission, a key step in the maturation of a 
nascent synapse (Südhof, 2013). By forming a synaptic complex with ADAM22 and 
PSD95, secreted LGI1 enhances AMPAR-mediated synaptic transmission. Likewise, at 
the PV+ synapses, LGI2 may interact with fundamental components of the synapse and 
therefore promote synapse potentiation and stabilization of a specific subtype of 
inhibitory synapses. The selective presence of LGI2 at the PV+ terminals may also be 
important to impart specificity at the level of their synaptic properties, in the same way 
that the LRR protein Elfn1 regulates presynaptic release in a subtype-specific manner 
(Sylwestrak and Ghosh, 2012). 

Putative role of CBLN4 as synaptic organizer 
CBLN4 is a member of the Cbln subfamily, bidirectional synaptic organizers that 
regulate synapse development (Matsuda, 2017; Matsuda and Yuzaki, 2011; Siddiqui 
and Craig, 2011; Yuzaki, 2010). The molecular identity of CBLN4 suggests a putative 
role as a subtype-specific synaptic organizer. Synaptic organizers typically play a 
cohesive role in the initial establishment of a synaptic contact. In addition, they also have 
a fundamental instructive role in initiating trans-synaptic signaling events that trigger 
synapse formation (Siddiqui and Craig, 2011). 

So far, Neuroligin 2 is the only synaptic organizer known to drive inhibitory synapse 
formation owing to its ability to interact with gephyrin and recruit gephyrin-associated 
proteins to the inhibitory postsynapse (Poulopoulos et al., 2009). None of the synaptic 
organizers identified so far have been shown to unequivocally and purposely drive 
subtype-specific synaptogenesis. This observation, together with the relatively 
stereotyped pattern that characterizes the very first stages of synapse formation, 
provided the basis for the prevalent idea that cell subtype- and synapse subtype-specific 
identities emerge in later stages of synapse formation (Emes and Grant, 2012; de Wit 
and Ghosh, 2016). This idea is further supported by the various molecules involved in 
different aspects of late synapse formation, maturation or function that are able to impart 
specificity on synaptic connections (Sylwestrak and Ghosh, 2012; Williams et al., 2011). 
Although these molecules undoubtedly play a unique and essential role in the 
emergence of synapse diversity, our data hint at the exciting possibility that subtype-
specific synaptic organizers might also exist. 

Such hypothesis is in apparent contradiction with the inability of CBLN4 to increase 
the density of chandelier synapses when ectopically expressed in this interneuron 
subtype. However, the synaptogenic effect of other members of the Cbln subfamily, 
such as CBLN1, depends on their ability to form a complex with other synaptic proteins. 
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In the case of CBLN1, for instance, its ability to induce synapse formation depends on 
the interaction of CBLN1 with both neurexin and GluRδ2 receptors (Matsuda et al., 
2010; Uemura et al., 2010). Similarly, CBLN4 might form a complex with a specific 
neurexin isoform expressed in SST+ cells and, on the post-synaptic side, with a specific 
GABA receptor subunit. As such, identification of CBLN4 binding partners on both sides 
of the synapse would be key to confirm that it is indeed a newly discovered —not only 
cell-specific but also, and more importantly, subtype-specific— synaptic organizer. 

 

6. Technical and methodological considerations 

Paucity of universal PV+ basket cell-specific genes 
Validation of the transcriptome data revealed that the PV+ basket cell genes present in 
our list display exquisite specificity for this interneuron type. However, the majority of 
PV+ basket cell-specific genes also consistently showed expression in defined 
supopulations only. Increasing evidence has demonstrated that cortical PV+ basket cells 
exhibit a high degree of intra-group heterogeneity with regard to their birth-date, 
properties, input and output connectivity, and recruitment during behavior [(Akgul and 
Wollmuth, 2013; Dehorter et al., 2017; Donato et al., 2013, 2015; Lagler et al., 2016; Lee 
et al., 2014a, 2014c; Varga et al., 2014), see also part II of the thesis]. 

In particular, the strong propensity of PV+ basket cells to form subnetworks with 
distinct pyramidal cell subtypes (Lee et al., 2014a, 2014c) suggests that genes 
regulating the formation of inhibitory perisomatic synapses might also have a parallel 
early network organizer role. As such, they would instruct on not only which domain but 
also which cell subtype to contact. In light of this, it is conceivable to hypothesize that 
there might not be many of such “PV-specific all-encompassing” synaptogenic genes. 

It is important to mention, though, that all parsed genes (Lgas1, Lgi2 and PGC-1α) 
are expressed mainly by PV+ basket cells distributed in deep layers (A. Marques-Smith 
and A. Hinojosa, unpublished). Since in our screening we performed transcriptome 
analysis of lower layer PV+ basket cells to avoid incidental isolation of chandelier cells, 
we cannot rule out that this approach introduced a bias towards genes enriched in lower 
layer PV+ cells. However, the presence of Synaptotagmin 2 (Syt2) —a well-known 
marker of all PV+ basket inhibitory terminals (Sommeijer and Levelt, 2012)— as the 
most specific gene on our list (Figure 9) suggests that our strategy has the potential to 
identify, if there is any to identify, universal PV+ basket cell-specific genes. 

 

Use of transcriptome data to identify a marker for chandelier cells 
The urge for a molecular marker for chandelier cells in the scientific community is 

undoubted. Standard immunohistochemistry and in situ hybridization methods do not 
seem to have enough sensitivity to detect FGF13 expression in cells other than 
chandelier cells. Consequently, FGF13 could be used to label the entire population of 
chandelier cells in studies that require validation of the expression pattern of given 
molecules. 

However, a note of caution should be sounded concerning the specificity of FGF13 
expression and its suitability as a marker of chandelier cells. First, at embryonic stages 
FGF13 is abundantly expressed in pyramidal cells. Second, at postnatal stages, we 
detected that a minor fraction of FGF13-expressing cells are Reelin+ interneurons (3-10 
%). Third, we have analyzed FGF13 expression in the mouse PFC; the specificity of its 
expression in other cortical regions remains to be determined. Fourth, although FGF13 
is 3.5-folds more enriched in chandelier cells as compared to other cell types, its 
expression cannot be considered entirely absent in other interneurons or pyramidal 
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cells, thus hampering the possibility of generating a FGF13-CreERT2 driver to visualize 
and manipulate chandelier cells. Indeed, we expect that even low FGF13 expression 
levels will produce Cre-mediated recombination also in other non-chandelier cells. 
Therefore, although FGF13 represents an immediately available tool, it does not have 
the ideal features needed for a chandelier cell marker. 

Nevertheless, our database is a promising resource to identify putative chandelier 
cell markers. Eliminating some of the restrictions introduced to reach our specific goals 
(e.g. molecular function, significant developmental upregulation, absence of expression 
at P0) would yield a higher number of chandelier cell-specific genes. Plotting their 
specificity versus expression values (Figure D3) will prove useful to search for highly 
expressed specific genes and might ultimately lead to the identification of a molecular 
marker for chandelier cells. 

 
Figure D3. Plots showing the specificity versus expression values of several genes 
selectively expressed in chandelier cells. 
(A’) and (A’’) are consecutive magnifications of (A) and the dotted line indicates the area of the 
graph that is magnified. Eliminating some of the restrictions introduced to expressly identify 
synaptic genes yields a high number of chandelier cell-specific genes. Some of these genes are 
also highly expressed and are promising candidates as cell markers or enhancers.  

 

7. An enduring legacy: venues for future studies 

Our findings reveal that cell-specific transcriptional programs operate in different 
interneurons across development to determine their exquisitely specific pattern of 
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connectivity in the mature cortex. While this information critically integrates our current 
knowledge on the fundamental mechanisms underlying the emergence of interneuron 
diversity and connectivity, the ultimate strength of our work lays in the plethora of 
perspectives it offers for further studies. 

 

Rescuing homophilic interactions: genes specifically expressed in cell pairs 
A large number of molecules mediating homophilic adhesion, such as cadherins or Ig-
like cell adhesion molecules (Ig-CAMs), have demonstrated roles in synapse formation 
(Abbas, 2003; Shapiro et al., 2007; Togashi et al., 2009; Yamada and Nelson, 2007). 

One of our criteria to select interneuron subtype-specific genes was a low 
expression in cell populations other than the one of interest, including pyramidal 
neurons. Consequently, our analysis excluded all molecules that mediate homophilic 
interactions, as the same molecule would have been expressed in pyramidal cells. To 
expand our knowledge on the cell-specific mechanisms regulating the assembly of 
different types of inhibitory synapses, it would be interesting to rescreen our gene 
profiles omitting pyramidal cells when calculating the specificity score. It is probable that 
genes ubiquitously involved in synapse formation, such as synaptic structural genes, will 
be anyway filtered out through the comparison with other interneuron subpopulations. 
Conversely, further genes necessary for forming connections between interneuron 
subtypes and pyramidal cells would be likely detected. 

With a large amount of evidence coming from studies on visual circuit formation, 
homophilic cell adhesion molecules have also a remarkable role in target selection 
(Missaire and Hindges, 2015; Shapiro et al., 2007; Williams et al., 2010). In addition to 
revealing new genes mediating cell specificity, a study involving genes specifically 
expressed in pairs of cell types (e.g. chandelier and pyramidal cells) may also shed light 
on the mechanisms by which different interneurons select their target subdomain 
(subcellular specificity). 

Finally, besides homophilic molecules, a study involving families of genes 
expressed in pairs of cell types may also highlight a critical role for heterophilic 
interactions between members of the same family that have cell-specific patterns of 
expression. 

Interneuron subtype-specific alternative splicing 
The generation of molecular diversity at the post-transcriptional level is likely to 
constitute an additional mechanism underlying the selective synaptic connectivity of 
chandelier, PV+ basket and SST+ interneurons. 

In particular, an additional focus for future studies should be the investigation of 
specific subsets of isoforms that are developmentally regulated and enriched in 
individual interneuron subtypes. Alternative RNA splicing represents a fundamental 
mechanism that allows a single gene to generate multiple protein isoforms and thus 
regulates multiple aspects of nervous system development (Raj and Blencowe, 2015). 
Indeed, cell-specific alternative splicing of transmembrane proteins and ion channels 
has recently emerged as a potent post-transcriptional modulator of synaptic 
development and plasticity (Missaire and Hindges, 2015; Poskanzer et al., 2003; Sanes 
and Yamagata, 2009; Shapiro et al., 2007; Yamagata and Sanes, 2008; Yamagata et 
al., 2002). In this context, our transcriptome is an unparalleled resource for identifying 
alternatively spliced isoforms in different interneurons across developmental stages that 
may play a functional role in specializing their connectivity patterns. 
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Subtype-specific master regulators of interneuron wiring 
The analysis of genes that undergo differential alternative splicing is likely to multiply the 
number of identified interneuron subtype-specific molecules involved in synapse 
formation. However, an additional related level of regulation that deserves to be studied 
in the future is the coordinated action of interneuron subtype-specific transcription 
factors and RNA-binding proteins (Marko et al., 2014). 

Transcription factors act broadly to control the expression of many genes involved 
in the development and connectivity of specific neuron types. Likewise, regulators of 
alternative splicing control splicing choices in hundreds of RNA transcripts, thereby 
simultaneously tuning amounts and functions of large numbers of proteins. Therefore, 
the coordination of transcriptional and post-transcriptional events can multiply the coding 
power of the genome and quite possibly constitutes the ultimate level of cell identity 
(Deneris and Hobert, 2014; Grabowski and Black, 2001; Hobert, 2016; Kratsios et al., 
2015; Lipscombe et al., 2013b; Marko et al., 2014; Miura et al., 2013). There seems little 
doubt that our data can provide considerable insights into how subtype-specific master 
regulators tailor the transcriptome to promote the maturation and integration of specific 
interneuron subtypes into developing cortical circuits. 

Interneuron subtype-specific enhancers 
The existence of genetically modified mice in which Cre expression is restricted to given 
subpopulations of GABAergic cortical neurons has galvanized the scientific community 
and tremendously increased our understanding of the cortical circuits. However, the use 
of transgenic mice to target interneurons at specific stages of development and/or in a 
subtype-specific manner is still limited. In some cases, targeting and manipulation of 
specific interneuron subtypes relies on the combinatorial use of transgenic mice 
expressing Cre and Flp recombinases in defined populations (Fenno et al., 2014; 
Madisen et al., 2015; Taniguchi et al., 2011), which is limited by the time-consuming 
associated breedings. In other cases, the specificity of targeting is hampered by the 
availability of flawless driver lines. In particular, it is still not possible to distinguish and 
efficiently manipulate chandelier and PV+ basket cells. These limitations are exemplified 
by the partial and not fully specific labeling of the chandelier cell population upon Cre-
induction in the Nkx2.1CreERT2 line or by the relatively late expression of Cre 
recombinase in the PV-Cre strain that, in addition, labels both PV+ basket and 
chandelier cells. 

Enhancers are short DNA regions containing transcription factor binding sites that 
are responsible for tissue-specific transcriptional regulation of gene expression. The 
combination of enhancers with conditional viral strategies recently allowed to efficiently 
target, visualize and manipulate GABAergic interneurons (Dimidschstein et al., 2016). 
Our transcriptome is a promising dataset to search for interneuron subtype-specific 
enhancers. Plotting the specificity versus expression values (Figure D3) could guide the 
search for efficient enhancers that might ultimately allow fast and efficient manipulation 
of specific interneuron subtypes at early postnatal stages. 

 

Outlook 

Evolution has maximized the cortex’s genetic material for the diversity and complexity of 
computational circuits to blossom exponentially. As such, a fundamental question in 
developmental neuroscience is how different cell types wire together with exquisite 
specificity to ensure the formation of sophisticated cortical circuits. Implicit in this 
question is both the desire to understand the grounds that support animal behavior and 
the urge to reveal what goes awry in neurodevelopmental disorders. 
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A critical step toward reaching these goals is represented by a full understanding of 
connectivity and circuit properties of different cell types, besides their contribution to 
information processing. Given the power of interneurons to shape cortical activity, a 
particular emphasis needs to be placed on understanding their development and 
diversity. 

In this framework, our study supports the fascinating concept that evolution 
generates complexity and diversity by combining specific building blocks with superb 
finesse. 
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1 The protein studied in this second part, Brevican, does not appear in our screening, which is focused on molecules that 
mediate the assembly —but not maturation or plasticity— of the neural circuits. To investigate the role of molecules expressed 
in specific interneuron types and involved in the maturation and plasticity of neural circuits we took a candidate approach. 
Perineuronal net proteins —such as Brevican, Aggrecan or Neurocan— play a critical role in plasticity (Pizzorusso et al., 2002; 
Gogolla et al., 2009), have been shown to be developmentally upregulated between P7 and mature (P40) PV+ interneurons 
(Okaty et al., 2009) and, therefore, emerged as ideal candidates. 
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Rubén Deogracias, ...,

Cathy Fernandes, Helge Ewers,

Beatriz Rico

Correspondence
beatriz.rico@kcl.ac.uk

In Brief
Favuzzi et al. unravel an activity-

regulated cell-specific molecular

program in PV+ interneurons. By

simultaneously regulating the excitatory

inputs and firing properties of PV+ cells, a

perineuronal net protein drives PV+

interneuron wiring as well as network

adaptation to experience.

Favuzzi et al., 2017, Neuron 95, 1–17
August 2, 2017 ª 2017 Elsevier Inc.
http://dx.doi.org/10.1016/j.neuron.2017.06.028

http://dx.doi.org/10.1016/j.neuron.2017.06.028


Neuron

Article

Activity-Dependent Gating
of Parvalbumin Interneuron Function
by the Perineuronal Net Protein Brevican
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SUMMARY

Activity-dependent neuronal plasticity is a funda-
mental mechanism through which the nervous sys-
tem adapts to sensory experience. Several lines of
evidence suggest that parvalbumin (PV+) interneu-
rons are essential in this process, but the molecular
mechanisms underlying the influence of experience
on interneuron plasticity remain poorly understood.
Perineuronal nets (PNN) enwrapping PV+ cells are
long-standing candidates for playing such a role,
yet their precise contribution has remained elusive.
We show that the PNN protein Brevican is a critical
regulator of interneuron plasticity. We find that Brevi-
can simultaneously controls cellular and synaptic
forms of plasticity in PV+ cells by regulating the local-
ization of potassium channels and AMPA receptors,
respectively. By modulating Brevican levels, experi-
ence introduces precise molecular and cellular mod-
ifications in PV+ cells that are required for learning
and memory. These findings uncover a molecular
program through which a PNN protein facilitates
appropriate behavioral responses to experience by
dynamically gating PV+ interneuron function.

INTRODUCTION

Experience-dependent plasticity endows neural circuits in the
cerebral cortex with the flexibility required for adapting to a
continuously changing environment, thereby contributing to sen-

sory perception, cognition, and behavior. The maintenance of
precise neuronal coding during fluctuations in activity requires
the balanced interaction between excitation and inhibition
(Froemke, 2015; Hensch et al., 1998), a process that is dynami-
cally sustained by the function of cortical parvalbumin-express-
ing (PV+) interneurons (Xue et al., 2014). Although several lines of
evidence emphasize pivotal roles for PV+ cells in controlling the
gain of sensory-related responses and learning (Wilson et al.,
2012; Yazaki-Sugiyama et al., 2009), the molecular and cellular
mechanisms by which PV+ interneurons influence these pro-
cesses are poorly understood.
PV+ cells can adapt their intrinsic properties (cellular plasticity)

and outputs (synaptic plasticity) in response to sensory experi-
ence. These cells display a remarkable dynamism that allows
them to exist in different ‘‘cell states’’ or configurations, depend-
ing on the behavioral context (Bloodgood et al., 2013; Dehorter
et al., 2015; Donato et al., 2013; Lagler et al., 2016). While the
functional relevance of this novel form of experience-dependent
plasticity during behavior is clear (Donato et al., 2013), the mo-
lecular mechanisms regulating the adaptability of PV+ interneu-
rons to changing levels of neuronal activity are largely unknown.
The lack of information about these processes is particularly
striking because PV+ cell dysfunction has been linked to
impaired cognition in psychiatric disorders (Cardin et al., 2009;
Hu et al., 2014; Sohal et al., 2009). Hence, the identification of
the relevant molecular mediators of this form of plasticity may
offer novel therapeutic strategies to recover from deficits in
perception, learning, and memory associated with a repertoire
of diseases.
The induction and expression of neural plasticity—cellular and

synaptic—relies on complex interactions between neurons and
their extracellular environment. The extracellular matrix contains
potential candidates for modulating neuronal responses to
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activity changes. For instance, most cortical PV+ interneurons
are wrapped by a specialization of the extracellular matrix known
as perineuronal nets (PNNs), which includes chondroitin sulfate
proteoglycans (CSPGs) (Deepa et al., 2006). The maturation of
PNNs around PV+ cells coincides with the closure of the critical
period, a window of enhanced plasticity across different brain re-
gions during early postnatal life (Takesian and Hensch, 2013). It
has been suggested that PNNs contribute to this process by pro-
moting synapse stabilization and limiting synaptic rearrange-
ments beyond the critical period for plasticity (Pizzorusso
et al., 2002). Consistently, pharmacological degradation of
CSPGs in the adult reactivates cortical plasticity and enhances
learning (Gogolla et al., 2009). However, in spite of the unequiv-
ocal role of PNNs in the regulation of cortical plasticity, the
precise mechanism through which PNNs mediate this process
remains a mystery.

Brevican (BCAN) is one of the most abundant CSPGs in the
brain and a fundamental component of the PNNs (Frischknecht
et al., 2014). It is expressed in several brain regions from early
postnatal development, mostly inside glial cells and around neu-
rons (Seidenbecher et al., 2002). Though its function is currently
unclear, three lines of evidence suggest that BCAN may play a
key role regulating experience-dependent plasticity in cortical
circuits: (1) BCAN is a component of PNNs surrounding PV+ cells
(Valenzuela et al., 2014); (2) BCAN is present in cell membranes
and synaptosomal fractions (Seidenbecher et al., 2002); and (3)
BCAN is required for long-term potentiation (LTP) in the hippo-
campus (Brakebusch et al., 2002).

Here we identify the molecular mechanism through which the
PNN protein BCAN influences cellular and synaptic plasticity in
response to changes in the environment. We demonstrate that
BCAN shapes the intrinsic properties of PV+ interneurons and
sculpts their synaptic inputs by controlling the localization of po-
tassium channels and the levels of synaptic AMPA receptors,
respectively. Moreover, in contrast to the long-standing view
that PNN proteins are static and function just as a break for
synaptic plasticity (Nabel and Morishita, 2013; Takesian and
Hensch, 2013), we show that BCAN is dynamically regulated
by activity and that its function is fundamentally required for
spatial working and short-term memories. These results there-
fore reveal that BCAN plays a key role in gating the function of
PV+ interneurons, thereby enabling coordinated circuit re-
sponses to experience. Our findings clarify the molecular and
cellular events underlying the function of PNN proteins in
neuronal plasticity.

RESULTS

Brevican Is Expressed in PV+ Interneurons and Has a
Synaptic Localization
Brevican protein (BCAN) has been found in several brain regions
and its expression is described as a diffuse, dense net-like struc-
ture around mostly PV+ cells (Valenzuela et al., 2014). However,
the precise source of BCAN remains unclear. We found that in
the hippocampus, Brevican transcripts (Bcan) are restricted to
glial and PV+ cells (Figures 1A–1D and S1A–S1D). BCAN has
different splicing isoforms encoding secreted (BCAN1) and
GPI-anchored (BCAN2) proteins (Seidenbecher et al., 1995).

We observed that whereas both isoforms were co-expressed
in glia and PV+ interneurons, the latter population of cells
showed a bias toward Bcan2 expression (Figures 1D–1G). The
percentage of PV+ cells that expressed BCAN increased sub-
stantially in the second postnatal week, when themaximum frac-
tion of BCAN+/PV+ cells was found (Figures 1H, 1I, and S1E).
BCAN kept accumulating around PV+ cells after the third post-
natal week (Figure S1F). Interestingly, we observed that
BCAN+/PV+ cells exhibit higher PV levels than BCAN!/PV+
cells (Figures 1J, 1K, and S2A). Of note, although Brevican is
also expressed throughout the neocortex (Figures S1G and
S1H), no trace of BCAN was detected in chandelier cells (0 out
of 9 cells, Figure S1B).
It has been shown that PNNs ensheath synaptic contacts,

suggesting a possible role during synapse formation (Hockfield
andMcKay, 1983). We observed that the frequency and intensity
of BCAN staining in PV+ cells increased concurrently with the
development of synaptic inputs onto these cells (Figures S1E,
S1F, and S1I). In the hippocampus, the soma of PV+ basket cells
receives both excitatory inputs from pyramidal cells and inhibi-
tory inputs from interneurons. Among these synapses, we found
that BCAN was particularly enriched in excitatory terminals
(VGlut1+) (Figures 1L–1N). In contrast, only a small percentage
of inhibitory puncta (Syt2+ PV+ or GAD65+ PV!) contacting
PV+ cells were BCAN+ (Figures S1J–S1O). To analyze the sub-
cellular location of BCANwith nanoscale resolution in hippocam-
pal sections, we developed a novel method for multi-color sin-
gle-molecule localization-based super-resolution microscopy
(Betzig et al., 2006), termed SD-dSTORM (spectral-demixing
stochastic optical reconstruction microscopy) (Winterflood
et al., 2015) (Figures 1O–1R and S1P–S1S).We first identified so-
matic synapses apposed to PV+ cells by immunolabeling the
synaptic proteins Bassoon (pre-synapse) and Homer1 (post-
synapse). As described before (Dani et al., 2010), we observed
typical focal planes with Bassoon and Homer1 flanking the syn-
aptic cleft (Figure 1P). Using Bassoon as a reference, we focused
on the axial distribution of BCAN and found that it was located
both pre- and postsynaptically (Figures 1O–1R). Next, we
observed that the average radial position of BCAN relative to
the center of the synaptic complex is predominantly peripheral
(Figures 1P and 1R). Altogether, our findings reveal that
BCAN—mostly BCAN2—is expressed in a large fraction of
PV+ cells and that it flanks the excitatory synapses received by
these cells.

Brevican Identifies a Subpopulation of PV+ Basket Cells
PV+ basket cells comprise a highly diverse population of inter-
neurons that integrate in multiple microcircuits and exhibit
diverse firing patterns and molecular programs (Dehorter et al.,
2015). In addition to the different PV levels exhibited by
BCAN+ and BCAN! PV+ cells (Figures 1J, 1K, and S2A), using
pre- (VGlut1) and postsynaptic (PSD95) markers we found that
BCAN+/PV+ cells receive a higher number of excitatory inputs
than BCAN!/PV+ cells (Figures 2A–2C, S2B, and S2C).
We then enquired whether BCAN+ and BCAN! PV cells could

be distinguished on the basis of their electrophysiological
properties (Figures 2D–2M). BCAN+/PV+ cells are less
excitable, showing lower input resistance than BCAN!/PV+
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Figure 1. Characterization of BCAN Expression in the Hippocampus at P30
(A–D) Identification of cell types expressing Bcan mRNA. (A–C) PV+ cells, astrocytes, and oligodendrocytes among Bcan+ cells and percentage (D). Bcan

common probe for both Bcan isoforms, Bcan1 and Bcan2 for secreted and membrane-bound isoforms, respectively (n = 3 mice).

(E–G) PV+ cells expressing either (Bcan1/Bcan2) or both Bcan isoforms (Bcan) (E and F) and its percentage (G). The diagram in (G) interprets the data in the bar

graph (n = 3 mice).

(H and I) PV+ cells wrapped by BCAN protein (H) and percentage (I) (n = 3 mice).

(J) Image of high-PV BCAN+ and low-PV BCAN! cells.

(K) Cumulative probability plots in BCAN+ (n = 42 cells, 4 mice) and BCAN-PV+ cells (n = 29 cells, 4 mice). Kolmogorov-Smirnov test.

(L–N) VGlut1+ somatic inputs on PV+BCAN+ cells (M and N) and percentage (L) (n = 6 mice).

(O) BCAN+ PV+ cell (conventional wide-field) overlaid with three-color STORM image of BCAN, Bassoon, and Homer1.

(P) High-magnification images and thresholded masks of (O) showing single synapses.

(Q) Distribution of BCAN along the trans-synaptic axis. Analysis of 37 side-view synapses from 5 experiments.

(R)Radial distributionofBCANat thesynapse.P(r)/r: probability density of localizationat the radial position r. Analysis of 52 face-viewsynapses from6experiments.

Full and open arrowheads show colocalization and no colocalization, respectively. Data are presented as mean. In this and all subsequent figures, error bars

represent SEM. Scale bars represent 10 mm (A–D), 20 mm (E, F, and H), 5 mm (J and M), 1 mm (N), 2 mm (O), and 250 nm (P).

See also Figure S1.
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cells (Figures 2I and Table S1). However, BCAN+/PV+ cells also
seem better tuned to operate at higher spiking frequencies than
their counterparts, as they display higher maximum firing fre-
quency, less spike frequency adaptation, narrower action poten-
tial half-width, and an earlier fast after-hyperpolarization (fAHP)
time than BCAN!/PV+ cells (Figures 2D–2M). Our findings reveal
that PV+ cells expressing BCAN have a distinct profile: they
receive more glutamatergic synapses, are less excitable, and
have faster responses than PV+ cells lacking BCAN.

Brevican Controls Synapses and Intrinsic Properties of
PV+ Basket Cells
BCAN locates at the flanks of excitatory synapses and its peak of
expression coincides with the maturation of these inputs to PV+
cells (FigureS1I). To test a potential function of BCAN in thewiring
of PV+cells,weanalyzed the impactofBCANdeletionon the syn-
aptic inputs these interneurons receive. Whereas the density of

excitatory synapses impinging on the soma of PV+ cells and the
levels of PV expression were comparable in control and Bcan
mutant mice at early stages of synaptic development (postnatal
day 15 [P15]), PV+ cells received less excitatory inputs in Bcan
knockout mice at P30 (Figures 3A–3D, S3A, and S3B). Consis-
tently,Bcanmutants exhibited a lower frequency—but not ampli-
tude—of miniature excitatory postsynaptic currents (mEPSCs),
which also had a slower decay (Figures 3E–3I). These findings
indicated that, although BCAN is dispensable for the initial con-
tact of excitatory boutonswith PV cells, it is critical for their matu-
ration.Of note,wedetecteda reduction inPVprotein levels at P30
but not at P15, while the total density of PV+ cells remained unal-
tered (Figures 3J–3M and S3C). We observed a similar reduction
in the density of excitatory puncta in adult mice (P60; Figures
S3D–S3F),which rules out a potential delay in synapse formation.
To test whether BCAN function is also required for the

formation of perisomatic inhibitory synapses in PV+ cells, we

Figure 2. BCAN Expression Segregates Subpopulations of PV+ Cells
(A and B) Highmagnifications and thresholdedmasks (A0 andB0) showing VGlut1+PSD95+ somatic synapses on the soma of BCAN+ (A) andBCAN! (B) PV+ cells

(arrowheads). In (A0), (B0), and all subsequent similar images, the opacity of the soma (dotted line) has been reduced to better visualize the synapses.

(C) Density of VGlut1+PSD95+ somatic synapses on BCAN+ and BCAN! PV cells (n = 7 mice).

(D–G) Images and firing traces for BCAN+ (D and E) and BCAN! (F and G) PV+ cells.

(H) Inset from (E) and (G). NB, Neurobiotin.

(I–M) Intrinsic properties of BCAN+ (n = 22 cells, 9 mice) and BCAN! (n = 13 cells, 9 mice) PV+ cells. AP, action potential; fAHP, fast after hyperpolarization;

Max FF, maximum firing frequency. Student’s t test except for (I) and (K) where Mann-Whitney test was used. In this and subsequent figures, *p < 0.05, **p < 0.01,

***p < 0.001, n.s., p > 0.05. Scale bars represent 1 mm (A and B) and 5 mm (D and F).

See also Figure S2 and Table S1.
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examined inputs from other PV+ and Cholecystokinin-positive
(CCK+) basket cells (Karson et al., 2009). We observed that the
density and size of Syt2+ (a presynaptic marker of PV+ cells) ter-
minals contacting the soma of PV+ cells as well as the density of
Syt2+/Gephyrin+ synapses were similar between both geno-
types (Figures S3G–S3K). To analyze the contribution of CCK+
interneurons, we combined the GAD65 synaptic protein with
the presynaptic receptor CB1, highly enriched in CCK+ axon ter-
minals (Katona et al., 1999) (Figures S3G and S3L–S3N). We
found no significant differences in the density of GAD65+/
CB1+ synapses between control and Bcanmutant mice (Figures
S3L–S3N). Consistent with these results, we found no differ-
ences in miniature inhibitory postsynaptic currents (mIPSCs)
(Figures S3O–S3S). In agreement with its highly specific location
at excitatory synapses, these results revealed that BCAN regu-
lates the maturation of excitatory—but not inhibitory—inputs
onto PV+ cells.

Since BCAN+/PV+ cells exhibit different electrophysiological
properties than BCAN!/PV+ interneurons, we examined
whether loss of BCAN would alter the intrinsic properties of
BCAN+/PV+ cells. We found that PV+ interneurons in Bcan
mutant mice exhibited broader action potentials with smaller
fAHP phase (Figures 3N–3V and Table S2). Consistently, the
input-output curve was below that of Bcan+/+ cells (Figures
3V). Moreover, we found that deletion of BCAN enhanced the
intrinsic excitability of PV+ cells by decreasing the action poten-
tial threshold and latency to first action potential (Figures 3O–3Q
and Table S2). To examine how the changes in the excitatory
drive and excitability of Bcanmutant PV+ interneurons ultimately
influenced the flow of information from pyramidal to PV+ cells,
we recorded spontaneous excitatory postsynaptic currents
(sEPSCs) in PV+ cells (Figures S3T–S3X). We observed a
decreased frequency of sEPSCs and slower decay kinetics in
Bcanmutant mice (Figures S3U and S3X). Our findings therefore
demonstrate that BCAN is necessary for the maturation of excit-
atory inputs onto PV+ interneurons, as well as for the expression
of their normative intrinsic properties.

A Cell-Autonomous Function for Brevican in
Parvalbumin Cells
BCAN is found around the soma of PV+ cells, but its source is un-
clear, as is its precise cellular contribution to the Bcan mutant
phenotype. To investigate this, we first explored whether cell-
type-specific knockdown of BCAN in PV+ interneurons was suf-
ficient to mimic the synaptic and cellular phenotype found in
Bcan mutant mice. We engineered Cre-dependent conditional

constructs expressing a short-hairpin RNA (shRNA) targeting a
common region for bothBcan1 andBcan2 (shBcan, Figure S4A).
We packed this construct in adeno-associated viral vectors
(AAV) in which recombination was reported by mCherry (Figures
4A–4C), and the functionality of these constructs was assayed
in vitro (Figures S4A–S4F). We co-injected low titer Cre-depen-
dent shBcan and YFP-expressing viruses into the hippocampal
CA1 region of PV-Cre mice at P12 and analyzed the density of
synapses in sparsely labeled PV+ cells at P30 (Figures 4A–4G).
Expression of shBcan led to a loss of BCAN in PV+ cells, causing
a decrease in the number of excitatory—but not inhibitory—af-
ferents onto knockdown (mCherry+) compared to control
(YFP+) PV+ cells (Figures 4C–4G, S4G, and S4H) and a shift to-
ward lower PV levels (Figure 4H).
We next used a similar approach to explore how PV-specific

loss of BCAN affects the intrinsic properties of PV+ cells. We
found that PV+ cells that expressed shBcan mimicked Bcan
mutants for some variables but with a stronger trend when
compared to Bcan+/+ mice (Figures 4I–4U and Table S3). Alto-
gether, these experiments demonstrated that cell-autonomous
expression of BCAN in PV+ interneurons controls their excitatory
inputs and some of their intrinsic properties.

Isoform-Specific Roles for Brevican
To explore which BCAN isoform is required for the maturation of
excitatory synapses, we attempted to rescue cell-autonomously
the synaptic deficit observed in Bcan mutant interneurons by
overexpressing Cre-dependent HA-tagged Bcan1 or Bcan2 in
hippocampal PV+ cells (Figures 5A–5C and S4B). HA reported
BCAN1 and BCAN2 expression accurately (Figure S5A).
Remarkably, whereas BCAN1 resembled other classical PNN
markers, BCAN2 expression was dotted, similar to that
commonly observed for synaptic markers (Figures 5D, 5I, and
S5A). We observed that whileBcan1 expression does not rescue
the synaptic phenotype found in Bcan mutant PV+ cells, Bcan2
does (Figures 5E–5H, 5J–5M, and S5B–S5G). The synaptic func-
tion of BCAN2 required the GPI-anchor, since overexpression of
a Bcan2 that lacks the GPI-domain led to an even more pro-
nounced synaptic phenotype compared to Bcan!/! mice (Fig-
ures S5D–S5F). Interestingly, both Bcan1 and Bcan2 were able
to rescue PV levels (Figures 5H and 5M), suggesting that it could
change both as a result of modifications in the excitatory drive of
PV+ cells as well as by independent cellular mechanisms. Alto-
gether, these results reveal an isoform-specific function for
Bcan2 in the maturation of the excitatory synapses on PV+
interneurons.

Figure 3. Deletion of BCAN Changes Inputs and Properties of PV+ Cells
(A–D) Schematic (A), images (B and C, upper panels), thresholded mask (B and C, lower panels), and density (D) of somatic VGlut1+PSD95+ synapses (ar-

rowheads) on PV+ cells (B, n = 6 WT, C, 5 Bcan!/!).

(E–I) Traces (E), frequency (F), amplitude (G), rise (H), and decay time (I) of mEPSCs in WT (n = 12 cells, 4 mice) and Bcan!/! PV+ cells (n = 16 cells, 3 mice).

(J–L) Images (J and K) and cumulative probability plots (L) of PV fluorescence intensity in WT (n = 147 cells, 4 mice) and Bcan!/! (n = 164 cells, 4 mice).

(M) Density of PV+ cells in the CA1 region of the hippocampus in WT (n = 6) and Bcan!/! (n = 4) mice.

(N–U) Intrinsic properties (N–P and R), cumulative probability plot for the spike latency (Q) comparingWT (n = 63 cells, 10 mice) and Bcan!/! (n = 41 cells, 6 mice)

PV+ cells, firing traces for WT (S) and Bcan!/! (T) PV+ cells. (U) Inset from (S) and (T).

(V) I/O curves showing the spike frequency of WT (n = 63 cells, 10 mice) and Bcan!/! (n = 41 cells, 6 mice) PV+ cells in response to current injections.

Student’s t test (D, F, G, I, O, and R), Mann-Whitney test (H, M, N, and P), Kolmogorov-Smirnov test (L andQ), and two-way ANOVA (V). Scale bars represent 1 mm

(B and C) and 20 mm (J and K).

See also Figure S3 and Table S1.
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Figure 4. Cell-Autonomous Role of BCAN in PV+ Cells
(A) Schematic of AAVs injections in the hippocampus of P12 PV-Cre mice.

(B andC)mCherry and YFP low (B) and high (C)magnification from sparse infection and reduction of endogenous BCAN in shBcan-expressing PV+mCherry+ (full

arrowheads) but not mCherry! cells (open arrowheads).

(D) Schematic of BCAN knockdown (KD) PV+ cells in a WT background.

(E–G) Density (E), images (F and G, upper panel), and thresholded masks (F and G, lower panel) of VGlut1+PSD95+ somatic synapses on WT (F, n = 22 cells,

3 mice) and shBcan (G, n = 23 cells, 3 mice) PV+ cells.

(legend continued on next page)
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Interestingly, we observed a milder reduction of excitatory in-
puts contacting Bcan knockdown compared to Bcan knockout
PV+ cells (Figures S4G and S5H). Consistently, expression of
Bcan2 in PV+ cells only partially rescued the density of VGlut1+
puncta (Figure S5C). As BCAN is also expressed in glial cells
(Figure 1) and astrocytes contribute to synapse development
(Clarke and Barres, 2013), we attempted to rescue the Bcan
mutant PV+ cells wiring phenotype by driving Bcan1 or Bcan2
expression in astrocytes (Figures 5N–5X). BCAN1 was secreted
from astrocytes and concentrated around both a small number
of PV+ cells (Figures 5Q, 5R, and S5I) and few pyramidal cells
(Figure S5J), as described before (Carstens et al., 2016).
BCAN2 was instead cleaved and released from astrocytes in
the tissue without displaying any cell-type bias (Figures 5S and
5T). When expressed in astrocytes, Bcan2—but not Bcan1—
rescued the synaptic phenotype found in Bcanmutant PV+ cells
(Figures 5U–5X and S5M). However, neither Bcan1 nor Bcan2
expression in astrocytes led to a rescue of PV levels (Figure S5L).
Altogether, our results suggest that Bcan2 expression in PV+
cells regulates the maturation of their excitatory inputs, along
with a potential contribution from astrocytes.

The marked alteration in the intrinsic properties of PV+ cells
upon Bcan knockdown suggested a cell-autonomous role for
BCAN in the regulation of the firing properties of PV+ cells. To
determine whether this was due to the lack of a specific Bcan
isoform, we asked whether expression of either Bcan1 or
Bcan2 alone was sufficient to rescue the phenotype found in
Bcan mutant mice (Figures 5A–5C). Our results revealed that
none of the two isoforms was by itself sufficient to restore
normative intrinsic properties in Bcan mutant mice (Figures
S5M–S5W and Table S4), suggesting that either both isoforms
may cooperatively regulate the firing behavior of PV+ interneu-
rons or a more complex scenario may be taking place.

Brevican Controls AMPA Receptors and Voltage-Gated
Potassium Channels in PV+ Cells
Our results demonstrate that BCAN—more specifically,
BCAN2—is necessary for the maturation (Figure 3D) but not
initial assembly (Figure S3B) of excitatory synapses onto PV+
cells. These findings prompted us to investigate how BCAN
may regulate the differentiation of excitatory synapses.

During postnatal development, neurons edit the composition
of their glutamate receptors (Hu et al., 2014). This process is
particularly important in PV+ interneurons, where transmission
is primarily mediated by GluA2-lacking, calcium-permeable
AMPA receptors (AMPARs) with GluA1 and GluA4 subunits
(Fuchs et al., 2007; Matta et al., 2013). The slower decay of
mEPSCs and sEPSCs found in Bcan mutant mice suggested
an altered subunit composition of AMPARs (Figures 3I and
S3X). To investigate whether BCAN may contribute to the regu-

lation of AMPARs in PV+ cells, we performed co-immunoprecip-
itation (coIP) experiments in hippocampal lysates. We found that
BCAN protein co-immunoprecipitated with different AMPAR
subunits but not with NMDA or metabotropic glutamate recep-
tors (Figures 6A and S6A). We next examined whether BCAN is
required for the expression of GluA1 and GluA4-containing
AMPARs at synapses. Analysis of hippocampal synaptosome
fractions obtained from Bcan mutant mice revealed a reduc-
tion of synaptic GluA1 compared to controls (Figures 6B, 6C,
and S6E). This reduction was accompanied by an increase of
GluA1 in the non-synaptic plasma membrane fraction, while no
differences were observed in total or cytoplasmic GluA1 protein
(Figures 6B, 6C, S6D, and S6E). In contrast, levels of GluA4 were
unchanged (Figures S6B and S6C). Interestingly, although
Bcan2—but not Bcan1—is responsible for the synaptic pheno-
type found in Bcan mutants (Figures 5G and 5L), both BCAN1
and BCAN2 co-immunoprecipitated with GluA1 in vitro (Fig-
ure S6I). Altogether, these results suggested that BCAN may
be involved in the trafficking of GluA1 AMPAR subunits from ex-
trasynaptic to synaptic sites.
Since GluA1 subunits are expressed in both pyramidal cells

and interneurons, we sought to investigate the neuronal popula-
tion responsible for the changes in GluA1 subcellular location.
Using three-color STORM microscopy in brain sections of
wild-type mice, we measured the radial position of BCAN and
GluA1 in relation to the synaptic marker Bassoon contacting
PV+ cells. We observed that BCAN and GluA1 partially overlap
in the outer domain of Bassoon (Figures 6D and 6E). We next
analyzed the density of GluA1+ synaptic clusters (Figures 6F–
6M and S6F) and found a 50% reduction in Bcan mutant and
Bcan knockdown PV+ cells (Figures 6H and 6L). Cell-type-spe-
cific loss of GluA1 is in itself sufficient to decrease the excitatory
afferents onto PV+ cells, as the density of excitatory synapses
was reduced in PV-Cre;GluA1F/F mice compared to controls
(Figures 6N–6P and S6G). This suggests that the PV-specific
loss of GluA1 consequent to disruption of BCAN expression
would suffice to produce a deficit in excitatory synaptic inputs.
Consistent with the synaptic function of Bcan2, only this iso-
form’s expression restored the density of synaptic GluA1+ clus-
ters inBcanmutant PV+ cells (Figures 6I, 6J, and 6M). Our results
thus demonstrate that BCAN regulates excitatory inputs con-
tacting PV+ interneurons at least in part by controlling the normal
localization and levels of GluA1 AMPAR subunits.
BCAN also regulates the electrophysiological properties of

PV+ cells. Some such properties are regulated by fast-acti-
vating voltage-gated K+ conductances mediated by Kv1 and
Kv3 potassium channels (Hu et al., 2014). We focused our anal-
ysis in the Kv1.1 and Kv3.1 subunits, which are enriched in PV+
cells and are key for the characteristics of their action potential
waveform (Du et al., 1996; Goldberg et al., 2008). We found that

(H) Cumulative probability plots (WT, n = 87 cells, 3 mice and shBcan PV+ cells, n = 35 cells, 3 mice).

(I–L) Images and firing traces for WT (J, same as in Figure 3S) and BCAN KD (I and K) PV+ cells. (L) Inset from (J) and (K). NB, Neurobiotin.

(M–U) Intrinsic properties: AP Half-Width (M), AP Threshold (N), AP Latency (O), cumulative probability plot (P), fAHP Amp (Q), input resistance (R), percentage of

Adaptation (S), fAHP time (T), and maximum firing frequency (U) for spike latency comparing WT (n = 63 cells, 11 mice) and shBcan KD (n = 22 cells, 4 mice)

PV+ cells.

Student’s t test (E, N, Q, S, and U), Mann-Whitney test (M, O, R, and T), and Kolmogorov-Smirnov test (H and P). Scale bars represent 100 mm (B), 20 mm (C), 1 mm

(F and G), and 10 mm (I). See also Figure S4.
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Figure 5. Specific Roles for Bcan Isoforms in PV+ Cells and Astrocytes
(A–C) Schematic of AAVs injections (A) and images showing YFP and BCAN1-HA (B) or BCAN2-HA (C).

(D) BCAN1-HA overexpressing cell.

(E–G) Images (E andF) anddensity (G) of VGlut1+PSD95+ somatic synapsesontoBcan!/! (n =40cells, 5mice) andBCAN1-rescued (n =40cells, 5mice) PV+cells.

(H) Cumulative probability plots (Bcan!/!, n = 155 cells, 4 mice and BCAN1 rescued, n = 127 cells, 4 mice).

(I) BCAN2-HA overexpressing cell.

(J–L) Images (J and K) and density (L) of VGlut1+PSD95+ somatic synapses on Bcan!/! (n = 50 cells, 4 mice) and BCAN2-rescued (n = 34 cells, 4 mice) PV+ cells.

(M) Cumulative probability plots (Bcan!/!, n = 98 cells, 3 mice and BCAN2 rescued, n = 41 cells, 3 mice).

(N–T) Schematic of AAVs injections (N) and images (O–T) showing CreGFP expression in astrocytes and BCAN1-HA (Q) or BCAN2-HA (S) in the surrounding

tissue. (P, R, and T) High-magnification images showing only CreGFP or BCAN1 or BCAN2 accumulation around PV+ cells.

(U–X) Images (U, V, and W) and density (X) of VGlut1+PSD95+ somatic synapses on PV+ cells in Bcan!/! mice infected with the control virus only (U, GFAP-

CreGFP, n = 6 mice) or together with BCAN1 (V, n = 4 mice) or BCAN2 (W, n = 6 mice) virus.

Mann-Whitney test (G and L), Kolmogorov-Smirnov test (H and M), one-way ANOVA (X). Scale bars represent 100 mm (B, C, O, Q, and S), 5 mm (D, I, P, R, and T),

and 1 mm (E, F, J, K, U, V, and W).

See also Figure S5.
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both BCAN1 and BCAN2 form protein complexes with Kv1.1
and Kv3.1b (Figures S6H and S6I). Consistently, we observed
a prominent decrease in the density of Kv3.1b membrane clus-
ters—but not in the total Kv3.1b protein—in Bcan-deficient PV+
cells (Figures 6Q–6U), which may support deficits in spike
waveform, duration, and frequency found in the mutants (Fig-
ures 3N, 3U, and 3V). We also found a decrease in the density
of Kv1.1 membrane clusters in PV+ cells—as well as in Kv1.1
total protein—in Bcan mutant mice (Figures 6V–6Y), a finding
that is consistent with the reduction in action potential
threshold and latency observed in the mutants (Figures 3O–
3Q). BCAN knockdown in PV+ interneurons also reduced the
density of Kv3.1b but not Kv1.1 clusters in these cells (Figures
6S, 6U, 6X, and 6Z). Altogether, these results suggest that
cell-autonomous expression of BCAN in PV+ cells controls
fundamental properties of the action potential by regulating
the composition of specific channels, including Kv3.1b-contain-
ing potassium channels.

Brevican Expression Is Dynamically Regulated by
Activity
AMPA glutamate receptors, particularly those containing GluA1
subunits, are recruited to the synapse in an activity-dependent
manner (Henley and Wilkinson, 2016) but the molecular mecha-
nisms by which they are trafficked to and held there are not fully
understood (Turrigiano, 2012). Since BCAN controls the expres-
sion of GluA1 at the synapse, we hypothesized that it might co-
ordinate GluA1 subunit clustering by dynamically responding to
changes in activity. To test this idea, we analyzed the expression
of BCAN in three different experimental paradigms of altered
network activity. First, we used pharmacology in hippocampal
cultures: increasing activity with the GABAA receptor antagonist
Gabazine led to a 47% decrease in BCAN levels (Figures 7A and
7B). Reducing activity via L-type calcium channel blockade
(Nifedipine) resulted in an increase in BCAN (Figures 7A and 7B).
Second, we obtained tissue from surgical resections of

patients with temporal lobe seizures, a pathological model
of excessive neural activity. We observed that BCAN was

decreased in epilepsy patients compared to controls, suggest-
ing that BCAN levels are controlled by activity also in the human
cortex (Figures 7C and 7D). This decrease was not due to a
reduction in the number of interneurons, as protein levels for
the interneuron marker Lhx6 were similar in both conditions
(Figures S7A and S7B).
To confirm that BCAN is dynamically regulated by activity un-

der more physiological conditions, we analyzed changes in
BCAN levels associated to training (Figures S7C and S7D). Pre-
vious studies have shown shifts in hippocampal PV+ cell
network configuration after spatial learning (Dehorter et al.,
2015; Donato et al., 2013). Consistently, 4 days of Morris Water
Maze (MWM) training caused a shift to low PV expression in
PV+ cells (Figure S7E). During the learning phase of the task
(day 4), BCAN expression also shifted to lower levels, leading
to a decrease in the proportion of BCAN+ cells among the
PV+ interneuron population (Figures 7E–7H). Interestingly,
upon learning accomplishment (day 10), PV expression shifted
to a high-PV network configuration and BCAN expression re-
turned to baseline levels (Figures 7H and S7F–S7H). To
strengthen these observations, we analyzed BCAN levels in
mice exposed to an enriched environment (EE). We observed
that 30 days of EE caused a shift to low PV expression
compared to mice housed in standard conditions (Figure S7J).
Consistent with a remodeling of the PV+ interneuron network,
we also found that EE decreases the levels of BCAN compared
to controls (Figures 7I–7K). Consequently, the percentage of
BCAN+/PV+ cells was also reduced (Figure 7L). Such changes
in the BCAN levels led to synaptic modifications onto PV+ cells
(Figure 7M), as observed in Bcan mutants (Figure 3). We next
demonstrated that both BCAN isoforms were regulated by ac-
tivity. A decrease in both Bcan2 and Bcan1 levels was detected
since Q14 days of EE (Figures 7N and 7O) when no change in the
PV and BCAN levels or in the density of excitatory synapses
were yet observed (Figures S7K–S7O). Noteworthy Q2, the reduc-
tion of Bcan2—but not Bcan1—was still maintained after
30 days of EE (Figures 7N, 7O, S7N, and S7O). Although
both Bcan isoforms seem to be regulated by activity, the

Figure 6. BCAN Controls AMPARs and Kv Channels
(A) CoIP blots from WT hippocampal lysates illustrating pull-down of AMPARs and BCAN (n = 3 mice).

(B and C) Blots (B) and quantification (C) of GluA1 in synaptosomes (S), non-synaptic membranes (M), cytoplasm (C), and total homogenate (H) fromBcan!/! and

WT mice (n = 6–13 mice per genotype).

(D) Three-color STORM images of BCAN, Bassoon, and GluA1 at single synapses onto PV+ cells.

(E) Radial distribution of BCAN and GluA1 relative to Bassoon. Analysis of 117 face-view synapses from 11 experiments.

(F–J) Images and thresholdedmasks illustrating GluA1+ (full arrowheads) andGluA1! (open arrowheads) excitatory somatic synapses onWT,Bcan!/!,BcanKD,

BCAN1, and BCAN2-rescued PV+ cells.

(K–M) Density of GluA1+ clusters at VGlut1+PSD95+ synapses onto PV+ cells in (K) Bcanmutants (n = 5 mice) compared to WTmice (n = 6 mice) and in the cell-

autonomous experiments: (L)Bcan KD (n = 23 cells, 3 mice) compared toWT cells (n = 22 cells, 3 mice) and (M) BCAN1 (n = 42 cells, 5 mice) and BCAN2-rescued

(n = 22 cells, 5 mice) compared to Bcan!/! cells (n = 29 cells, 5 mice).

(N–P) Density (N), control (O) and mutant (P) images (upper panels), and thresholded masks (lower panels) of VGlut1+PSD95+ synapses (arrowheads) contacting

PV+ cells in PV-Cre; GluA1 conditional mutants (n = 10 mice) compared to controls (n = 6 mice).

(Q and R) Blots (Q) and quantification (R) of Kv3.1b in WT (n = 5 mice) and Bcan!/! (n = 4 mice) hippocampal lysates.

(S–U) Images (S) and density of Kv3.1b clusters in (T) WT (n = 5mice) compared toBcan!/! (n = 6mice) mice and in (U)Bcan KD (n = 13 cells, 3 mice) compared to

WT cells (n = 23 cells, 3 mice).

(V and W) Blots (V) and quantification (W) of Kv1.1 in WT (n = 9 mice) and Bcan!/! (n = 5 mice) hippocampal lysates.

(X–Z) Images (X) and density of Kv1.1 clusters in (Y) WT (n = 5 mice) compared to Bcan!/! (n = 5 mice) mice and in (Z) Bcan KD (n = 11 cells, 3 mice) compared to

WT cells (n = 25 cells, 3 mice).

Student’s t test (C, K, and L), one-way ANOVA (M), andMann-Whitney test (N, R, T, U,W, Y, and Z). Scale bars represent 500 nm (D) and 1 mm (F–J, O, P, S, and X).

See also Figure S6.
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increase in the Bcan1/Bcan2 ratio suggests that Bcan2 may be
the main isoform that responds to changes in activity (Fig-
ure S7P). Altogether, these experiments demonstrate that
BCAN levels are dynamically regulated by activity under phys-
iological conditions.

Brevican Mutants Have Cognitive Deficits
The activity-dependent dynamics of BCAN could be a critical
mechanism for regulating plasticity during learning and behavior.
GluA1-containing AMPARs are essential for several hippocam-
pal-dependent forms of memory (Fuchs et al., 2007; Reisel

Figure 7. BCAN Expression Is Dynamically Regulated by Activity
(A and B) Blots (A) and quantification (B) of BCAN levels in hippocampal cultures treated for 48 hr with vehicle, Gabazine, or Nifedipine (n R 7 wells from

6 independent cultures).

(C and D) Blots (C) and analysis (D) of BCAN protein in the hippocampus of epilepsy patients (n = 4) compared to controls (n = 4).

(E) Cumulative probability plots (control, n = 44 cells, 3 mice; and trained mice, n = 79 cells, 4 mice).

(F and G) Images of BCAN levels in the hippocampus of mice trained for 4 days in the MWM (G) and swimming controls (F).

(H) Percentage of PV+ cells wrapped by BCAN after 4 days (n = 3 controls and 4 trained mice) and 10 days (n = 4 controls and 4 trained mice) of MWM.

(I) Cumulative probability plots (control, n = 54 cells, 3 mice; and EE mice, n = 71 cells, 3 mice).

(J and K) Images of BCAN level in the hippocampus of mice housed in an EE (K) compared to controls (J).

(L) Percentage of PV+ cells enwrapped by BCAN in control (n = 5 mice) and EE mice (n = 3 mice).

(M) Density of VGlut1+ somatic puncta on PV+ cells in control (n = 5 mice) and EE mice (n = 3 mice).

(N and O) Bcan1 (N) and Bcan2 (O) mRNA expression relative to that of GFAP in control (n = 5 mice) and in mice housed in an EE for 4 (n = 5 mice) and 30 (n = 5

mice) days. Scale bars represent 15 mm (F, G, J, and K).

Mann-Whitney test (B, D, H, L, and M), Kolmogorov-Smirnov test (E and I) and one-way ANOVA (N and O).

See also Figure S7.
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et al., 2002; Sanderson et al., 2009). Since BCAN regulates
GluA1 at excitatory synapses contacting PV+ cells (Figure 6),
we next examined how the loss of BCAN affects learning and
memory (Figures 8 and S8). We assessed spatial working mem-
ory on the T-maze and found a moderate impairment in Bcan
mutant mice (Figures 8A and 8B) that resembles the phenotype
of mice lacking GluA1 in PV+ cells (Fuchs et al., 2007).
GluA1 mutants also exhibit impaired short-term spatial mem-

ory (Sanderson et al., 2007). To assess whether the lack of BCAN
leads to a similar phenotype, we used a novelty preference test
on the Y-maze (Figures 8C–8H and S8E–S8L) (Sanderson et al.,
2007). As expected, control mice showed a strong preference for
the novel arm (Figures 8E–8H). In contrast, Bcan mutant mice
were incapable of discriminating between familiar and novel
arms (Figures 8E–8H). Interestingly, when tested for novelty pref-
erence after incremental training (Figures S8E–S8L), Bcan
mutant mice preferred the novel to the familiar arm, showing
higher discrimination indexes than control mice (Figures S8K
and S8L).
In contrast to the short-term deficiencies, long-termmemories

seem to be enhanced in GluA1 mutants (Fuchs et al., 2007;
Sanderson et al., 2009). Thus, we reasoned that alterations in
GluA1 subunit mobility due to lack of BCAN might also alter
memory consolidation. To explore this possibility, we designed
a novel object recognition (NOR) protocol to consecutively
assess the effect of BCAN deletion on short-term and long-
term memories (Figures 8I–8M, S8M, and S8N). After a short
retention interval, we observed that while control mice preferred
the novel over the familiar object, Bcan mutant mice devoted
similar time to exploring both novel and familiar objects (Figures
8J and 8K). In contrast,Bcanmutants were able to remember the
familiar object after a longer retention time and spent more time
exploring the novel object (Figure 8L). Interestingly, the discrim-
ination index was higher in Bcan!/! mice than in controls (Fig-
ure 8M), suggesting potentially enhanced long-term memory in
absence of BCAN.
Since BCAN expression in astrocytes may contribute to the

synaptic phenotype found in Bcan!/! mice (Figure 1), we next
investigated whether the specific depletion of BCAN in PV+ cells
was sufficient to cause short-term memory defects as observed
inBcanmutantmice.PV-Cremicewere injected at P12with Cre-
dependent shBcan- or control YFP-expressing viruses into the
dorsal hippocampus and spatial short-term memory was as-
sessed at P60 by the novelty preference test (Figures 8C, 8D,
8N–8Q, and S8O–S8S). We found that Bcan knockdown mice
displayed the same short-term memory deficit exhibited by
Bcan mutant mice (Figures 8E–8H and 8N–8Q), demonstrating
that normal levels of BCAN specifically in PV+ cells are required
for short-term memory. Altogether, these results demonstrate
that BCAN regulates plasticity-dependent events that are essen-
tial for learning and memory.

DISCUSSION

Several of studies have revealed a critical role for PNNs in expe-
rience-dependent plasticity, learning, and memory (Gogolla
et al., 2009; Pizzorusso et al., 2002). However, how PNNs regu-
late the function of PV+ interneurons has remained enigmatic.

Here we demonstrate that the PNN protein BCAN is expressed
by a large fraction of PV+ cells. Expression of BCAN confers
PV+ interneurons with specific synaptic and firing properties
through the direct regulation of AMPARs and voltage-gated po-
tassium channels. The levels of BCAN vary in response to
changes in network activity that are required for learning and
memory. Consistently, loss of BCAN leads to deficits in spatial
working memory and short-term memory. These results demon-
strate that the PNN protein BCAN orchestrates a dedicated mo-
lecular program that dynamically gates the drive of PV+ cells and
underlies learning and memory.
Since the extracellular matrix (ECM) influences cell-cell inter-

actions, it is conceivable that specific components of the ECM
may promote cellular and synaptic plasticity in a cell-specific
manner. ECM molecules and associated proteins have been
shown to regulate receptor clustering and shape synaptic differ-
entiation, function, and plasticity (Chang et al., 2010; Frisch-
knecht et al., 2009; de Wit et al., 2013). In this study, we have
shown that PV+ interneurons expressing BCAN receive more
glutamatergic inputs than similar cells lacking BCAN. Specif-
ically, expression of the GPI-anchored isoform of BCAN by
PV+ cells is responsible for regulating the density of their excit-
atory synapses. In addition, release of BCAN2 from astrocytes
may also contribute to synapse maturation onto PV+ cells. While
astrocytes are well known to critically regulate the development
of glutamatergic inputs onto pyramidal neurons (Clarke and
Barres, 2013), our results hint at a possible role for these cells
at the excitatory synapses of the PV+ interneurons. Future
studies will need to address their function on interneuron wiring
in more detail. Intriguingly, although our findings show a distinct
function for BCAN1 andBCAN2 at the synapses, both BCAN iso-
forms are able to shift PV levels. One conceivable explanation is
that the levels of the calcium binding protein PV change in
response to different mechanisms: modifications in both the
excitatory drive of PV+ cells that may affect intracellular calcium
concentration and the diffusion of local extracellular calcium.
Consistently, PNNs are highly negatively charged and have
been proposed to function as a buffering system for cations sur-
rounding fast-firing neurons (Br€uckner et al., 1993).
BCAN affects excitatory synaptic differentiation, at least in

part by modulating the levels of GluA1 receptor at the synapse.
In absence of BCAN, GluA1 fails to cluster in postsynaptic den-
sities and this seems to cause a loss of excitatory synaptic con-
tacts onto PV+ interneurons. Since the specific depletion of
GluA1 from PV+ cells causes a similar phenotype, it is unlikely
that the reduction in GluA1 observed in Bcan mutants is due to
the loss of synapses by a GluA1-independent mechanism.
Nevertheless, it is conceivable that other proteins interacting
with BCAN also contribute to the synaptic phenotype described
in the present study. Further studies will be needed to elucidate
the contribution of other BCAN partners to the maturation of
these synapses.
BCAN identifies a dynamic population of PV+ interneurons

that not only receives more excitatory synapses but also has
distinctive intrinsic properties. PV+ cells expressing BCAN are
less excitable, but they aremore efficient once recruited. Consis-
tently, we observed deficits in the Kv1.1 and Kv3.1b channels in
absence of BCAN. Worth mentioning, in Bcan mutants,
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Figure 8. BCAN Deletion Impairs Working
and Short-Term Memory
(A) Schematic of the T-maze test.

(B) Percentage of correct responses for wild-type

(WT, n = 8) and Bcan!/! (n = 10).

(C and D) Schematic of the Y-maze test. (C)

Y maze, (D) experimental protocol.

(E–H) Number of entries (E), its discrimination in-

dex (DI) (F), total time spent (G), and its discrimi-

nation index (H) in the ‘‘familiar’’ and ‘‘novel’’ arms

for WT (n = 10) and Bcan!/! (n = 10) mice.

(I) Schematic of the novel object recognition test.

(J and K) Analysis of short-time recognition mem-

ory in WT (n = 19) and Bcan!/! (n = 20). Time spent

exploring the ‘‘familiar’’ and ‘‘novel’’ object (J).

Discrimination index (K).

(L and M) Analysis of long-time recognition mem-

ory in WT (n = 18) and Bcan!/! (n = 16). Time spent

exploring the ‘‘familiar’’ and ‘‘novel’’ object (L).

Discrimination index (M).

(N–Q) Number of entries (N), its discrimination in-

dex (DI) (O), total time spent (P), and its discrimi-

nation index (Q) in the ‘‘familiar’’ and ‘‘novel’’ arms

for WT (n = 11) and Bcan KD (n = 13) mice in the

novelty preference test.

Two-way repeated-measures ANOVA (A). One-

way ANOVA (E, G, J, L, N, and P). Student’s t test

(F, H, K, M, O, and Q). See also Figure S8.
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homeostatic adaptations of PV+ interneurons in response to the
decreased number of excitatory inputs seem to trigger changes
in Kv1.1. Conversely, a cell-autonomous decrease in Kv1.1 has
been previously shown to cause homeostatic changes in con-
nectivity (Dehorter et al., 2015). Altogether, these data support
a novel interesting notion that connectivity and cell excitability
are reciprocally regulated at the circuit level. Nevertheless,
ECM molecules have been implicated in synaptic plasticity
through the regulation of ion channels (Kochlamazashvili et al.,
2010). As such, BCANmay directly regulate ion channel density,
position, or function. Indeed, the changes in spike shape and
Kv3.1b clustering appear more directly related with the absence
of BCAN. Specifically, these properties seem to depend on
BCAN expression in PV+ interneurons, as the PV+ cell-specific
knockdown revealed a particularly strong and broad phenotype
when compared to the full Bcan knockout that might be ex-
plained by the different timing of the experimental manipulations.
The mature fast-spiking (FS) properties of PV+ interneurons
emerge gradually over the first postnatal weeks and are ulti-
mately determined by elaborate interactions among the comple-
ments of ion channels that they express (Okaty et al., 2009). Like-
wise, the first PNNs are observed around P7 and their maturation
continues until P28 (Schweizer et al., 1993). InBcanmutant cells,
the absence of BCAN during this maturational progression may
lead to the compensatory activation of parallel gene expression
programs, including the previously reported Neurocan upregula-
tion (Brakebusch et al., 2002). In Bcan knockdown cells, how-
ever, BCAN downregulation takes place after the emergence
of most of their mature FS physiological features, therefore
missing the precise time window for a potential compensation.
The presence of developmental adaptations in Bcan mutant
PV+ cells, might also explain why the relatively late expression
of Bcan1 or Bcan2 is unable to rescue the electrophysiological
phenotype. A complementary explanation is that the presence
of both BCAN isoforms is required for PV+ cells to have normal
intrinsic properties. Future work addressing the consequences
of an earlier Bcan deletion and rescue, as well as the develop-
mental emergence of FS properties in Bcan mutant PV cells,
will help to further decompose the complex electrophysiological
phenotype displayed by Bcan-deficient PV cells.
Growing evidence over the last two decades has shown that

the synaptic expression of GluA1 is regulated by activity. For
instance, activity-dependent AMPAR insertion at the synapse
is the substrate for the expression of the synaptic scaling (Tur-
rigiano, 2012). Interestingly, it was reported that the expression
of CSPG proteins requires normal patterns of neural activity
(Lander et al., 1997). In the present study, we have shown
that BCAN expression is up- or downwardly scaled in response
to activity changes. Cortical networks are dynamically regu-
lated by activity in vivo (Donato et al., 2013), but little is known
about how neurons sense and adapt to the dynamics alter-
ations in network activity at the level of synapses and spiking
properties. Recent studies have shown that some of these
changes might be mediated by transcription factors (Blood-
good et al., 2013; Dehorter et al., 2015), but the mechanisms
through which external signals directly control this process
have remained elusive. Here we expose a novel molecular
mechanism that simultaneously mediates modifications in the

intrinsic properties and synaptic inputs of PV+ interneurons
and that is regulated by experience.
Our data provide evidence that BCAN, one of the major com-

ponents of PNNs, allows PV+ cells to adapt their responses to
different types of sensory experience. Specifically, BCAN plays
a crucial role in spatial working memory and short-term
episodic-like memory but is dispensable, if not obstructive, for
long-term memory. How do assemblies of neurons encode
and represent different types of memory? It is worth mentioning
that BCAN is enriched in the soma and proximal dendrites of PV+
cells, suggesting that it might regulate specific inputs arriving to
PV+ cells. Indeed, in the hippocampus, different inputs have
distinct subcellular specificity (Klausberger and Somogyi,
2008) and are involved in different aspects of memory (Kitamura
et al., 2015). Experience could therefore drive context-specific
activation of BCAN+/PV+ cells, where BCAN would contribute
to strengthen their excitatory inputs and filter weak and asyn-
chronous stimuli. This positive feedback loop might thus pro-
mote the synchronization of pyramidal neurons leading to the
formation of short-term memories. On the contrary, prolonged
sensory experience, such as that linked to an enriched environ-
ment, would attenuate the levels of the PNN protein BCAN. As a
consequence, the excitatory drive onto PV+ interneurons would
be reduced, further releasing pyramidal cells from inhibition and
triggering the plastic rearrangements in the principal cell network
that underlie memory consolidation.
A growing amount of research is aiming to reveal the relation-

ship between PNNs, memory and cognition (Tsien, 2013). The
newly discovered function of BCAN in PV+ cell plasticity may
represent a general principle through which activity-regulated
PNN proteins orchestrate selective modifications in specific
classes of neurons, thereby influencing network plasticity out-
comes upon changes in the environment.
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SUPPLEMENTAL FIGURES 

 
Figure S1. Expression and localization of Brevican in the cerebral cortex, related to Figure 
1 
(A-D) Representative images showing the absence of Brevican sheath surrounding pyramidal cells 
or interneuron subtypes (empty arrowheads) other than PV+ basket cells (arrowheads). PCs: 
GFP-electroporated pyramidal cells, ChCs: chandelier cells in Nkx2.1CreERT2;RCE, VIP cells: 
VIP-Cre; RCE, SST cells: GIN mice.  
 (E) Percentage of PV+ interneurons enwrapped by Brevican protein at different postnatal 
developmental stages in the hippocampus (n = 3 mice). P30 data are the same as in Figure 1I. 
(F) Cumulative probability plot comparing Brevican fluorescence intensity levels at P15 (n = 55 
cells, 3 mice) and P30 (n = 142 cells, 4 mice) mice; Kolmogorov-Smirnov test. 
(G and H) Representative image (G) and percentage (H) of PV+ interneurons enwrapped by 
Brevican protein in the somatosensory cortex (n = 4 mice).  
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(I) Density of VGlut1+PSD95+ synapses contacting the soma of PV+ cells at P15 (n = 7 mice) and 
P30 (n = 6 mice); Mann-Whitney test. P15 and P30 data are the same as the controls in Figure 
S3E and Figure 3D, respectively. 
(J-O) Representative images and percentage of Syt2+ (J-L, n = 4 mice) and GAD65+ (M-O, n = 3 
mice) inhibitory terminals contacting the soma of PV+BCAN+ cells.  
(P and Q) Histograms of normalized intensity ratios and dye separation for a three-color STORM 
experiment using Bassoon-AF647, Homer-CF660 and Brevican-CF680 (P) and for a two-color 
STORM experiment using Brevican-AF647 and Bassoon-CF680 (Q). 
R and S) Radial (lateral) distribution of Brevican and Bassoon (R) or Homer1 (S). Analysis of 51 
(R) and 41 (S) face-view synapses from 6 experiments. Scale bars equal 20 µm (A-D), 100 µm 
(G), 5 µm (J, M), 1 µm (K, N). 
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Figure S2. Characterization of Brevican+ and Brevican- cells, related to Figure 2 
(A) Correlation between the PV and Brevican protein intensities in PV+ cells (Spearman 
correlation, n = 44 cells, 3 mice). 
(B) Density of VGlut1+ boutons (n = 7 mice) and PSD95+ clusters (n = 9 mice) contacting the 
soma of BCAN+ and BCAN- PV cells. Student t-test. 
(C) Correlation between the number of Brevican “coats” (see supplemental experimental 
procedures for details) and the number of VGlut1+ inputs contacting PV+ interneurons (Pearson 
correlation, n = 41 cells, 3 mice). 
 (D) I/O curves showing the spike frequency of BCAN+ (n = 22 cells, 9 mice) and BCAN- (n = 13 
cells, 9 mice) PV+ cells in response to current injections (left Y-axis, solid lines). Note that the 
input-output curve was similar between the two populations of basket PV+ cells. Two-way 
ANOVA, F (1, 346) = 0.0170. 
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Figure S3. Effect of Brevican deletion on the wiring of PV+ interneurons, related to Figure 3 
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(A) Density of VGlut1+ boutons (n = 6 WT, 4 Bcan-/-) and PSD95+ clusters (n = 7 WT, 7 Bcan-/-) 
contacting the soma of PV+ cells at P30.  
(B) Density of VGlut1+ boutons, PSD95+ clusters and VGlut1+PSD95+ synapses contacting the 
soma of PV+ cells in P15 wild type (WT, n = 7 mice) and Bcan-/- (n = 7 mice) mice.  
(C) Cumulative probability plots comparing PV fluorescence intensity levels in P15 wild type (WT, 
n = 75 cells, 8 mice) and Bcan-/- (n = 44 cells, 3 mice) mice; ns: no significant difference.  
 (D-F) Representative images and thresholded binary images (D and E) illustrating 
VGlut1+PSD95+ synapses contacting the soma of PV+ cells, and synaptic density (F), in WT (n = 
6 mice) and Bcan-/- (n = 8 mice) mice at P60. 
(G) Schematic drawing highlighting the synapses analyzed in the following experiments. 
(H-J) Representative images, thresholded binary images (H and I) and synaptic density (J). 
Images illustrate Syt2+ boutons (n= 5 WT, 4 Bcan-/-), Gephyrin+ clusters (n = 12 WT, 11 Bcan-/-) 
and Syt2+Gephyrin+ synapses (n = 5 WT, 4 Bcan-/-) contacting the soma of PV+ cells. 
(K) Cumulative probability plots comparing the size of Syt2 puncta in wild type (WT, n = 61 cells, 6 
mice) and Bcan-/- (n = 82 cells, 4 mice) mice. 
(L-N) Representative images and thresholded binary images (L and M) illustrating CB1+GAD65+ 
boutons contacting the soma of PV+ interneurons, and synaptic density (N) in WT (n = 5 mice) 
and Bcan-/- (n = 6 mice) mice . 
(O-S) Representative traces, frequency, amplitude, rise and decay time of mIPSCs in WT (n = 11 
cells, 4 mice) and Bcan-/- PV+ cells (n = 16 cells, 3 mice). 
(T-X) Representative traces, frequency, amplitude, rise and decay time of sEPSCs in WT (n = 11 
cells, 1 mouse) and Bcan-/- PV+ cells (n = 10 cells, 2 mice). 
Student t-test (A, F, N, R, S, V, W, PSD95+ clusters in C, and Gephyrin+ clusters in J), Mann-
Whitney test for (J, P, Q, U, X and VGlut1+ boutons in C). Kolmogorov-Smirnov test (B and K). 
Scale bars equal 1 µm (D, E, H, I), 2 µm (L, M).  
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Figure S4. Strategy to knockdown Brevican in PV+ interneurons, related to Figure 4 
(A and B) Diagram of the AAV cre-dependent constructs expressing mCherry and shBcan (A), or 
Brevican isoforms tagged with HA (B). 
(C) Representative immunoblots from HEK293T cells co-transfected with Cre-GFP and Brevican1-
HA or Brevican2-HA (n = 2 independent wells). 
(D-F) Representative immunocytochemistry images (D) and immunoblots (E and F) illustrating 
downregulated Brevican expression upon co-transfection with plasmids expressing shRNA for 
Brevican (shBCAN). Cells were co-transfected with Cre-GFP, shBrevican, and Bcan1-HA or 
Bcan2-HA; n = 6 independent wells except Bcan1+shGFP and Bcan1+shBCAN where n = 9. 
Kruskal-Wallis test for Bcan1 and one-way ANOVA for Bcan2. Scale bar 20 µm. 
(G) Density of VGlut1+ boutons (n = 67 WT cells and 45 Brevican KD cells, from 5 mice) and 
PSD95+ clusters (n = 22 WT cells and 23 Brevican KD cells, from 3 mice) contacting the soma of 
PV+ cells. Student t-test. 
(H) Density of Gephyrin+ clusters and Syt2+Gephyrin+ synapses (n = 28 WT cells and 25 
Brevican KD cells, from 3 mice) contacting the soma of PV+ cells. Mann-Whitney test. 
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Figure S5. Overexpression of Brevican in PV+ interneurons and astrocytes, related to 
Figure 5 
(A) Representative images of PV+ interneurons infected in vivo with AAVs expressing Brevican1-
HA or Brevican2-HA and immunostained with BCAN antibody. 
(B) Density of VGlut1+ boutons (n = 25 Bcan-/-cells and 23 BCAN1 rescued cells, from 5 mice) and 
PSD95+ clusters (n = 40 WT cells and 40 BCAN1 rescued cells, from 5 mice) contacting the soma 
of PV+ cells. 
(C) Density of VGlut1+ boutons (n = 24 Bcan-/-cells and 23 BCAN2 rescued cells, from 6 mice) and 
PSD95+ clusters (n = 50 WT cells and 34 BCAN2 rescued cells, from 5 mice) contacting the soma 
of PV+ cells. 
(D) Functional protein domains in BCAN1 and BCAN2 sequences and design of a BCAN2 mutant 
that lacks the GPI-anchor (BCAN2-GPI). 
(E) Representative image showing how BCAN2-GPI is retained in the cytoplasm of PV+ cells. 
(F) Density of VGlut1+ boutons, PSD95+ clusters and VGlut1+PSD95+ synapses (n = 30 Bcan-/-, 
21 BCAN2-GPI expressing cells, 4 mice) contacting the soma of PV+ cells. 
(G) Density of Gephyrin+ clusters in Bcan-/- (n = 19 cells, 5 animals), BCAN1 (n= 13 cells, 4 
animals) and BCAN2 (n = 17 cells, 3 animals) PV+ cells. 
(H) Comparison between the density of VGlut1+ boutons in Brevican KD cells (45 cells, from 
Figure S4G) and Bcan-/- cells (49 cells, pool of data from Figure 5B and S5C). 
(I) Percentage of PV+ cells that are surrounded by BCAN1-HA secreted from astrocytes infected 
with GFAP-CreGFP and BCAN1-HA expressing viruses. 
(J) Representative image showing CA2 pyramidal neurons surrounded by BCAN1 secreted from 
astrocytes that had been infected with GFAP-CreGFP and BCAN1-HA Cre-dependent virus. 
(K) Density of VGlut1+ boutons and PSD95+ clusters contacting the soma of PV+ cells in Bcan-/- 
mice infected with the control virus only (GFAP-CreGFP, n = 8 for VGlut1+ boutons and 6 mice for 
PSD95+ clusters) or together with BCAN1 (n = 4 mice) or BCAN2 (n = 3 mice for VGlut1+ boutons 
and 6 mice for PSD95+ clusters) expressing virus. 
(L) Cumulative probability plots comparing PV fluorescence intensity levels in Bcan-/- mice in which 
astrocytes had been infected with the control virus only (GFAP-CreGFP, n = 360 cells, 6 mice) or 
together with BCAN1 (n = 202 cells, 4 mice) or BCAN2 (n = 227 cells, 3 mice) expressing virus. 
Note that neither BCAN1 nor BCAN2 were able to rescue the PV level, however the PV level in 
mice that overexpressed Bcan2 in astrocytes was even lower than in Bcan-/- mice, Kolmogorov-
Smirnov test (p<0.0001) whereas no significant differences were observed between Bcan1 and 
Bcan-/- mice, Kolmogorov-Smirnov test (p>0.05). 
(M-R) Representative images (M-O) and firing traces (P-R) for Bcan-/- (same as in Figure 3O), 
BCAN1 and BCAN2 overexpressing PV+ cells. (S) are insets from (P-R) illustrating the similar 
spike shape of Bcan-/-, BCAN1 and BCAN2 rescued cells. 
(T-W) Intrinsic electrophysiological properties comparing Bcan-/- (n = 53 cells, 13 mice), BCAN1 (n 
= 13 cells, 4 mice) and BCAN2 (n = 32 cells, 5 mice) overexpressing PV+ cells. Note that Bcan-/- 
cells used for comparison were a pool of the cells shown in Figure 3 and YFP+HA- cells from the 
injected mice. Mann-Whitney test (B, C, H, VGlut1+PSD95+ synapses in F), one-way ANOVA (G, 
K, U, V, W), Student t-test (F, VGlut+ boutons and PSD95+ clusters), Kolmogorov-Smirnov test 
(L), Kruskal–Wallis test (T). Scale bars equal 10 µm (A, E, J, M, N, O). 
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Figure S6. Role of Brevican in the late formation of excitatory synapses, related to Figure 6 
(A) Representative immunoblot illustrating that pull-down of GluA1 from wild type hippocampal 
lysates previously digested with ChABC co-immunoprecipitates Brevican whereas pull-down of 
NMDA2B, mGluA2-3 or control IgG fails to co-immunoprecipitate Brevican (n = 2 Co-IP 
independent experiments). 
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(B and C) Quantification (B) and representative immunoblots (C) of GluA4 protein in the indicated 
cell fractions (n = 7-11 mice per genotype). 
(D and E) Immunoblots of the fractionation controls showing enrichment of GAPDH in cytoplasmic 
fractions, of Na,K-ATPase and Cadherin13 in membrane fractions, and of PSD95 in 
synaptosomes. 
(F) Density of GluA1+VGlut1+ clusters in the stratum radiatum of WT (n = 3 mice) and Bcan-/- (n = 
3 mice) mice. 
(G) Density of VGlut1+ boutons and PSD95+ clusters contacting the soma of PV+ cells in PV-Cre; 
GluA1 conditional mutants (n = 10 mice) compared to controls (n = 6 mice). 
(H) Representative immunoblots illustrating that pull-down of Kv1.1 and Kv3.1b from WT 
hippocampal lysates co-immunoprecipitate Brevican (n = 2 mice). Note that although a non-
specific band is detected, the difference in its intensity indicates that Kv1.1 and Kv3.1b fail to co-
immunoprecipitate Brevican in Bcan-/- hippocampal lysates. 
(I) Representative immunoblots illustrating that pull-down of GluA1, Kv1.1 and Kv3.1b from Bcan-/- 
hippocampal lysates co-immunoprecipitate BCAN1 and BCAN2 from transfected HEK cells (n = 1 
Co-IP experiment from 2 independent transfections. 
Student t-test (B) and Mann-Whitney test (F and G).  
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Figure S7. Experience can modify PV and Brevican expression, related to Figure 7 
(A and B) Representative immunoblots (A) and analysis (B) of Lhx6 protein levels in hippocampal 
lysates from epilepsy patients (n = 4) compared to controls (n = 4). 
(C) Morris Water maze (MWM) learning curve (symbols indicate spatial cues). 
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(D) Reference spatial memory on day 10 during the probe test in the Morris Water Maze (MWM) 
(n = 5 mice). 
(E) Cumulative probability plots comparing PV fluorescence intensity levels in control (n = 44 cells, 
3 mice) and MWM trained mice (n = 79 cells, 4 mice) at day 4. 
(F and G) Cumulative probability plots comparing the PV (F) and Brevican (G) fluorescence 
intensity levels in control (n = 60 cells, 4 brains) and MWM trained (n = 60 cells, 4 mice) mice after 
10 days. 
(H and I) Representative images illustrating Brevican levels in the hippocampus of mice that were 
trained for 10 days in the MWM compared to swimming controls. Full arrowheads show 
colocalization, open arrowheads show no colocalization. Scale bar, 20 µm. 
(J) Cumulative probability plots comparing PV fluorescence intensity levels in control (n = 30 cells, 
3 mice) and mice housed in an enriched environment (EE) for 30 days (n = 34 cells, 3 mice). 
(K and L) Cumulative probability plots comparing Brevican (K, n = 65 control, 63 EE cells) and PV 
(L, 183 control, 149 EE cells) fluorescence intensity levels in control (5 mice) and mice housed in 
an enriched environment (EE) for 4 days (5 mice). 
(M) Density of VGlut1+ boutons contacting the soma of PV+ cells in control (n = 3 mice) and mice 
housed in an enriched environment (EE) for 4 days (3 mice). 
(N and O) Bcan1 (N) and Bcan2 (O) mRNA expression relative to that of Syt-2 in control (n = 5 
mice) and in mice housed in an enriched environment (EE) for 4 (n = 5 mice) and 30 (n = 5 mice) 
days. 
(P) Ratio between the mRNA expression of Bcan1 and Bcan2 in control (n = 5 mice) and mice 
housed in an enriched environment (EE) for 4 (n = 5 mice) and 30 (n = 5 mice) days.  
Mann-Whitney test (B, M), Kolmogorov-Smirnov test (E, F, G, J, K, L), and one-way ANOVA (D, N, 
O, P).  
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Figure S8. Brevican deletion does not affect spontaneous locomotor activity, related to 
Figure 8 
(A-D) Behavior of wild type (WT, n = 19) and Bcan-/- (n = 20) mice showing representative 
movement paths of individual mice (A), as well as time spent in the center (B), total distance 
traveled (C) and velocity (D) across the entire session in the open-field. ns: no significant 
difference. 
(E-H) Analysis of the one trial and incremental exposure novelty preference test showing the 
number of entries (E), time spent (F) distance traveled and velocity (H) in the “start” arm (n = 5 
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mice per genotype). Number of entries made in the “familiar” and “novel” arms (I), the total time 
spent in the “familiar” and “novel” arms (J), and the discrimination index for the number of entries 
(K) and the time spent in the arms (L), for WT (n = 11) and Bcan-/- (n = 10) mice. 
(M and N) Distance traveled and velocity for WT and Bcan-/- mice during the novel object 
recognition test after 5 minutes ITI (n = 19 WT and n = 20 Bcan-/-) and 24 hours ITI (n = 18 WT 
and n = 16 Bcan-/-). 
(O) Schematic illustration of the experiment shown in Figure 8N-Q. PV-Cre mice received multiple 
bilateral injections with one of the indicated AAVs in the dorsal hippocampus at P12 and were 
tested for the novelty preference. 
(P-S) Number of entries, time spent in the “start” arm, distance traveled and velocity for WT (n = 
11) and Bcan KD mice (n = 13) in the novelty preference test. 
One-way ANOVA (E, F, G, H, I, J, M, N), Student t-test (A, K, L, R, S), and Mann-Whitney test (B, 
C, D, P, Q). 
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SUPPLEMENTAL TABLES 

 
Table S1. Summary comparing the intrinsic properties of BCAN+ and BCAN- PV+ 
interneurons, Related to Figure 2. 
Values are provided for each measurement as mean ± SEM. The column to the right indicates the 
p value (Student’s t-test or Mann-Whitney test) of statistical comparisons for each row’s variable 
between BCAN+ and BCAN- cells. Abbreviations: Vrest – Resting Membrane Potential, AP – 
Action Potential, fAhP – fast-Afterhyperpolarisation, MaxFF – Saturating Firing Frequency. N 
indicates number of cells in each condition. 
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Table S2. Summary comparing the intrinsic properties of wild-type and Bcan-/- PV 
interneurons, Related to Figure 3. 
Values are provided for each measurement as mean ± SEM. The column to the right indicates the 
p value (Student’s t-test or Mann-Whitney test) of statistical comparisons for each row’s variable 
between wild-type (WT) and Bcan-/- PV interneurons. Abbreviations: Vrest – Resting Membrane 
Potential, AP – Action Potential, fAhP – fast-Afterhyperpolarisation, MaxFF – Saturating Firing 
Frequency. N indicates number of cells in each condition. The WT group includes all cells in 
BCAN+ and BCAN- groups (Table S1), plus 14 cells for which Brevican immunostaining was 
inconclusive. 
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Table S3. Summary comparing the intrinsic properties of wild-type and Bcan KD 
(shBrevican) PV interneurons, Related to Figure 4. 
Values are provided for each measurement as mean ± SEM. The column to the right indicates the 
p value (Student’s t-test or Mann-Whitney test) of statistical comparisons for each row’s variable 
between wild-type (WT) and Bcan KD PV interneurons. Abbreviations: Vrest – Resting Membrane 
Potential, AP – Action Potential, fAhP – fast-Afterhyperpolarisation, MaxFF – Saturating Firing 
Frequency. N indicates number of cells in each condition. The WT group is the same as in Table 
S2. 
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Table S4. Summary comparing the intrinsic properties of Bcan-/-, BCAN1 and BCAN2 
overexpressing PV interneurons, Related to Figure 5. 
Values are provided for each measurement as mean ± SEM. The columns to the right indicate the 
p value (one-way ANOVA or Kruskal–Wallis test) of statistical comparisons for each row’s variable 
between Bcan-/-, BCAN1, and BCAN2 overexpressing PV interneurons followed by Holm-Sidak’s 
multiple comparison test when significant differences were found. Abbreviations: Vrest – Resting 
Membrane Potential, AP – Action Potential, fAhP – fast-Afterhyperpolarisation, MaxFF – 
Saturating Firing Frequency. N indicates number of cells in each condition. The Bcan-/- group 
includes all cells in Bcan-/- group from Table S2, plus 12 YFP+HA- cells from the injected mice. 
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In the second part of the thesis, we have shown that cell-type specific expression of 
Brevican in PV+ cells critically specifies intrinsic properties and glutamatergic afferent 
synapse maturation, and also impacts mouse behavior (Figure Ax1). In response to 
activity, Brevican mediates cellular and synaptic forms of plasticity in PV+ interneurons 
by regulating the localization of potassium channels and AMPA receptors, respectively 
(Figure Ax1). 

In this appendix, we will present and discuss preliminary or conflicting results not 
included in the published article but also additional data that could guide future studies 
further investigating the underpinnings of interneuron plasticity. 

 
Figure Ax1. Working model illustrating the function of Brevican. 
This model summarizes and visually integrates the results showed in Part 2 of this thesis. 
Brevican simultaneously regulates cellular and synaptic plasticity of PV cells. Bcan expressing 
cells receive more excitatory inputs and have specific, tunable, intrinsic properties. Brevican is 
located at the periphery of the excitatory synapses where it interacts with Kv3.1b-containing 
channels and with GluA1 subunits, and regulates GluA1 activity-dependent synaptic delivery thus 
promoting the maturation of excitatory synapses. Upon experience, Brevican senses changes in 
activity and orchestrates molecular rearrangements that underlie different types of memory. 
(B) Same model as in (A) but including a complement of proteins that, based on the results of the 
proteomic screening, might interact with Brevican and participate in regulating the maturation of 
excitatory synapses at the postsynaptic side. The model also includes putative Brevican 
interactors that might mediate a presynaptic, GluA1-independent, role of Brevican. 

 
 

RESULTS AND DISCUSSION 
 

1. PV+ cells secrete their own Brevican sheath in vitro 

Brevican is found around the soma of PV+ interneurons which, like glial cells, also 
express Bcan mRNA (Figure 1). In vivo overexpression of Bcan1 and Bcan2 in 
astrocytes led to the accumulation of both proteins around PV+ cells (Figure 5), 
suggesting that astrocytes are a potential additional source of Brevican. To explore 
whether endogenous (as opposed to overexpression) levels of Brevican expression also 
lead to its secretion into the PNNs by glial cells, we generated mosaic primary 
hippocampal cultures from wild type and Bcan mutant embryos (Figure Ax2A). We used 
a PV green fluorescence protein (GFP) reporter (PV-Cre;RCE) to identify wild type 
interneurons so that the cultures contained both GFP+ (wild type) and GFP- (Bcan 
mutant) PV+ interneurons (Figure Ax2A). Immunohistochemical staining for glial fibrillary 
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acidic protein (GFAP) confirmed the presence of astrocytes in the cultures (Figure 
Ax2B). Consistent with our in vivo analysis (Figure 1), we observed that Brevican 
encapsulated 64% of wild type PV+ interneurons (GFP+) (Figures Ax2C, 2D). In 
contrast, all Bcan mutant PV+ interneurons (GFP-) lacked a Brevican case (Figures 
Ax2C, 2D), suggesting that PV+ basket cells may be the main source of their own 
Brevican sheath. 

 
Figure Ax2. PV+ cells secrete their own Brevican sheath in vitro. 
(A) Experimental design of the mosaic primary hippocampal cultures. 
(B) Representative image showing GFAP+ astrocytes in the mixed cultures. The arrowheads point 
to BCAN+ cells. Scale bar equal 50 µm. 
(C and D) Percentage (C) and representative images (D) of wild type (WT, PV+GFP+) and Bcan-/- 
cells (PV+GFP-) enwrapped by Brevican (290 cells, n = 3 experiments). Scale bar equal 20 µm. 

 
 

Discussion of the results 
The in vivo astrocyte-rescue experiments showed that astrocytes might be a second 
source of Brevican protein found around PV+ interneurons. These findings are 
challenged by our in vitro results from the mixed primary cultures. In this experiment, 
Brevican did not enclose mutant PV+ interneurons, in spite of having neighboring wild-
type astrocytes that expressed normal Brevican levels. Given the relatively low number 
of PV+ interneurons that survive in vitro, one possible reason is that we missed BCAN+ 
PV+ cells in the mixed culture experiments. Alternatively, the in vitro system may not 
have been appropriate to allow accumulation of Brevican from wild-type astrocytes 
around mutant PV+ cells. In terms of yield, the optimal age to obtain astroglial-enriched 
primary cultures is while astrogenesis peaks; in mice, this window spans a period from 
2-3 days prenatal to 2-3 days postnatal for cortex and most CNS regions (Conn, 1990). 
Since our cultures were obtained from E18 embryos and we consistently observed 
astrocytes in our mixed cultures, it is unlikely that the lack of BCAN+ PV+ mutant cells is 
due to a low number of Bcan-expressing astrocytes. A more probable explanation is that 
the aggregation of astrocytic Brevican around PV+ cells requires both cell types to be 
embedded in the ultrastructural microenvironment of the brain. Indeed, the astrocyte 
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rescue experiments showed that both BCAN1 and BCAN2 can be released from 
astrocytes and deposited in the neighboring tissue perhaps waiting for its potential 
target. Therefore, the lack of surrounding brain tissue in the in vitro system may have 
contributed to the failed detection of BCAN+ mutant cells. This shall constitute a warning 
that primary cultures —widely used to study perineuronal nets (Hedstrom et al., 2007; 
John et al., 2006; Valenzuela et al., 2014)— may instead not constitute an appropriate 
system to investigate their development and function. 

However, we cannot rule out that the localization of astrocytic Brevican around PV+ 
cells is the consequence of its over- rather than endogenous expression. By definition, 
overexpression leads to particularly high protein levels that may not recapitulate the 
localization of endogenous Brevican produced by astrocytes. Although not conclusive, 
the astrocyte-rescue experiments suggested a very interesting scenario, that a 
coordinated expression of Brevican from PV+ cells and astrocytes regulates excitatory 
synapse development onto PV+ cells as well as PV+ cell function. More importantly, 
they provide a framework for future work addressing the consequences of Bcan knock-
down in astrocytes. These studies will help not only to solve the inconsistency between 
the in vitro and in vivo experiments but also to examine in more detail the potential 
contribution of astrocyte to the Bcan mutant phenotype. 

 

2. Unbiased, proteomics-based identification of synaptic Brevican 
interactors 

Although BCAN2 expression in PV+ cells fully rescued the density of GluA1 synaptic 
clusters and the number of excitatory synapses, it only partially rescued the presynaptic 
phenotype (Figures 6M, 5L and S5C). Similarly, when overexpressed in astrocytes, 
BCAN2 restored the presynaptic phenotype and the density of VGlut+PSD95+ synapses 
but did not rescue the density of PSD95+ clusters (Figures 5X and S5K). These 
observations raised the possibility of an additional presynaptic mechanism by which 
Brevican from PV cells, and potentially astrocytes, may regulate the excitatory inputs 
that contact PV interneurons. Supporting this idea, analysis of the axial distribution of 
Brevican using three-color STORM microscopy showed that it was located both pre- and 
postsynaptically (Figure 1O-1R). It is, therefore, conceivable to hypothesize that 
Brevican may also have a presynaptic binding partner and that its synaptic role may 
extend beyond the regulation of GluA1. 

To identify candidate Brevican interactors, we took an unbiased, discovery-based 
approach (Savas et al., 2014). We purified a recombinant ecto-Fc protein for BCAN1 
and used it to identify interacting proteins in detergent-solubilized whole-brain 
homogenate from 3- to 4-week-old rats by affinity chromatography (Ecto-Fc MS 
experiment, performed by Joris de Wit & Jeff Savas, VIB Center for the Biology of 
Disease, K.U. Leuven). Bound proteins were then analyzed by tandem mass 
spectrometry (MS/MS). The resulting list of putative binding partners was ranked by 
spectral counts (a measure of protein abundance) and only proteins with a spectral 
count higher than 2 were considered for further analysis. We then filtered the list by 
eliminating known MS/MS contaminants (Weber et al., 2012) and proteins that copurified 
with the Fc protein alone. The proteomic experiment revealed a high number of putative 
partners (Figure Ax3A). Worth mentioning, this is an in vitro proteomics-based approach. 
As such, sharing BCAN isoforms all their domains except the GPI, proteins that bound 
BCAN1 in our experiment may interact with either or both BCAN isoforms in vivo. To 
have an overview of the proteins that copurified with Brevican, we performed a GO term 
analysis (Panther GO-Slim Cellular Component, Figure Ax3A). In addition to cytosolic 
proteins, which likely do not interact with Brevican in vivo, several extracellular matrix 
molecules as well as membrane and synaptic proteins bound to Brevican (Figure Ax3A). 
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Judging by the number of peptides and spectra hits, some proteins related to synaptic 
vesicle fusion and neurotransmitter release were identified as potential binding partners 
(Figure Ax3B). This result was unexpected because pyramidal neurons do not express 
Bcan mRNA (Figure S1) and because we found BCAN protein at the presynaptic 
membrane but not inside the presynaptic terminal of excitatory synapses (Figure 1P), 
where a vesicle-associated protein would be. A possible explanation for the presence of 
vesicle-related proteins in our list is that Brevican also locates to the presynaptic 
terminals of PV+ cells, suggesting that it might have a yet unidentified role in regulating 
the output of PV+ interneurons. Furthermore, we identified a few transporters (Figure 
Ax3C) which might be useful to better understand how BCAN1 and BCAN2 influence the 
firing properties of PV+ cells (Figures 3, 4 and S5) or how they both rescue the PV levels 
(Figures 5H-5M). 

 
Figure Ax3. Proteomics-based identification of synaptic Brevican interactors. 
(A) Gene ontology (GO) term analysis showing the cellular localization of proteins that copurified 
with the ectodomain of BCAN1-Fc. 
(B) Heat-map showing vesicle-related proteins that selectively bound to ecto-BCAN1-Fc. The 
numbers inside the cell indicate the spectral counts. 
(C) Heat-map showing the function and abundance of ECM molecules, receptors, ion channels, 
transporters, and synaptic proteins that copurified with Brevican. 
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Of the proteins that selectively bound to ecto-BCAN1-Fc, molecules involved in cell-cell 
interaction and synapse development were the most abundant (Figure Ax3C). Among 
the postsynaptic proteins that co-purified with Brevican, MPP2 is a molecular constituent 
of AMPA receptor complexes (Rademacher et al., 2016). LRFN/SALM2 controls the 
clustering of several postsynaptic proteins, including GluA1 receptors, and is an 
important regulator of the differentiation of excitatory synapses (Ko et al., 2006). A 
particularly abundant protein that co-purified with the ectodomain of BCAN1 is Dip2a, a 
cell-surface receptor whose function has not been studied in the mammalian brain. 
Moreover, we identified the presynaptic receptors LPHN1and LPHN3 as well as the 
postsynaptic ligand FLRT2 as putative Brevican interactors (Figure Ax3C). Since the 
interaction between Latrophilins (LPHNs) and fibronectin leucine-rich repeat 
transmembrane (FLRT) proteins mediates excitatory synapse development (Jackson et 
al., 2015; O’Sullivan et al., 2012; de Wit and Ghosh, 2014), Brevican binding to LPHNs-
FLRTs may be relevant for its synaptic role. An interesting molecule that stood out as 
candidate Brevican presynaptic binding partner is SIRPα. Remarkably, activity-
dependent regulation of SIRPα drives the maturation of the presynaptic terminal (Toth et 
al., 2013). Another potential presynaptic partner of Brevican is Talin2 that is found at the 
presynapse where it regulates synaptic vesicle endocytosis (Morgan et al., 2004). 
Finally, neural cell adhesion molecule NCAM was the most abundant protein identified 
as potentially binding Brevican. NCAM is expressed both pre- and postsynaptically and 
plays key roles in excitatory synapse formation, maturation, maintenance, and plasticity 
(Südhof, 2006). All these putative post- and presynaptic interactors are of particular 
interest not only because they could complement our understanding on how Brevican 
regulates the synaptic delivery of GluA1-containing receptors at the postsynapse but 
also because they may shed light on possible additional presynaptic mechanisms by 
which Brevican regulates synapse maturation. Although validation will be required, our 
proteomic database provides a useful tool to further explore the role of Brevican in the 
regulation of neural circuit maturation and plasticity. 

 

Discussion of the results 
The unbiased search for proteins that interact with Brevican in vitro, allowed us to 
identify putative new players involved in the molecular rearrangements orchestrated by 
Brevican at the excitatory synapses of PV+ cells. Specifically, this approach revealed 
neural cell adhesion molecule NCAM as a strong candidate Brevican partner. NCAM is 
the first described member of cell adhesion molecules from the immunoglobulin 
superfamily and is involved in almost all aspects of synapse development, function, and 
remodeling (Berezin, 2010; Südhof, 2006). NCAM polysialylated form (PSA-NCAM) 
exhibits de-adhesive properties and critically regulates activity-dependent synaptic 
remodeling, neuron-glia interactions, as well as learning and memory (Bonfanti and 
Theodosis, 2009; Senkov et al., 2012; Sytnyk et al., 2006, 2017). In addition to 
interacting homophilically with each other, NCAM molecules bind and regulate ion 
channels, cytokine and neurotransmitter receptors, including AMPA receptors (Potschka 
et al., 2008; Vaithianathan et al., 2004). 

Worth mentioning, NCAM also controls inhibitory PV+ synapse formation onto 
pyramidal neurons (Chattopadhyaya et al., 2013). Since there are major differences 
between the effect of NCAM deficiency on excitatory synapse development (Dityatev et 
al., 2000) and the phenotype observed in absence of Brevican, NCAM and Brevican are 
more likely to interact at the PV+ inhibitory synapses contacting pyramidal neurons. As 
we did not investigate if Brevican plays a role in regulating the development of the output 
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of PV+ interneurons onto pyramidal cells, the functional significance of this NCAM-
BCAN putative interaction has yet to be explored. 
How could BCAN and NCAM work together? Previous work showed that PSA-NCAM 
interacts with chondroitin sulfate proteoglycans (CSPGs), such as Neurocan and 
Phosphacan (Senkov et al., 2012), although the biological significance of these 
interactions is not well understood (Berezin, 2010). NCAM can interact with both 
chondroitin sulfate chains and the core protein of PNN molecules, and the resulting 
effect – adhesion or repulsion – seems highly dependent on the context (Berezin, 2010). 
Brevican expression is regulated by activity and, similarly, delivery of PSA-NCAM to the 
cell surface is activity-dependent (Kiss et al., 1994; Muller et al., 1996). In addition, 
BCAN can occur as both CSPG and CS-free non-proteoglycan (Seidenbecher et al., 
2002). Accordingly, the biological responses upon interactions between these two 
molecules will reflect the local balance between them and their post-translational 
modifications, providing a mechanism for fine-tuning processes like synapse 
development and plasticity. One possibility is that CS-BCAN may prevent PSA-NCAM 
molecules from clustering too densely. Alternatively, Brevican might competitively inhibit 
both hemophilic and heterophilic NCAM interactions. A third possible scenario is that 
NCAM-BCAN interaction works as a “trap” to allow peripheral accumulation of synaptic 
proteins. The increase in neuronal activity may, therefore, function as a switch: NCAM 
polysialylation and/or BCAN downregulation would uncage these synaptic molecules 
allowing them to diffuse at the synapse. More experiments will be needed to verify these 
hypotheses and the role of such potential BCAN-NCAM complexes in synapse 
development and plasticity. 

 
The proteomic screening also revealed potential candidates mediating a presynaptic role 
of Brevican at the excitatory synapses. Of all presynaptic putative Brevican partners, 
SIRPα appears as the most prominent because it bears remarkable resemblances to 
Brevican. SIRPα is a target-derived glutamatergic presynaptic organizer in the 
hippocampus that, like Brevican, (1) is enriched at excitatory, but not inhibitory, 
synapses and (2) is regulated by activity. (3) SIRPα functions in late but not early stages 
of excitatory synapse development and it regulates (4) the number and size of VGlut1 
puncta as well as (5) the frequency, but not the amplitude, of miniature excitatory 
postsynaptic currents (mEPSCs). In addition, (6) SIRPα does not control PSD95 
clustering, although (7) it does influence the colocalization between VGlut1 and PSD95 
(Toth et al., 2013). Strikingly, the Bcan2 astrocyte-rescue of the density of excitatory 
synapses onto PV+ cells that we observed in Bcan mutants closely mirrors the function 
of SIRPα. It is therefore tempting to hypothesize that astrocyte-derived Brevican might 
target SIRPα at the excitatory synapses contacting PV+ interneurons and thus promote 
their presynaptic maturation. 

 
The fibronectin leucine-rich repeat transmembrane (FLRT) protein FLRT2 was one of 
the most abundant proteins that copurified with BCAN in our Ecto-Fc MS experiment. 
FLRT proteins are cell-adhesion molecules that regulate cortical development and 
synapse formation. Their extracellular regions interact with Latrophilins (LPHNs) to 
mediate synapse development and with Uncoordinated-5 (UNC5)/netrin receptors to 
control the migration of neurons in the developing cortex (Lu et al., 2015). Although 
FLRTs seem to regulate early stages of synapse assembly (de Wit and Ghosh, 2014), it 
is possible that they also have a yet unidentified role in synapse maturation. The 
presence of Latrophilin3 (LPHN3), one of the presynaptic receptors for FLRT2 (Lu et al., 
2015), in the list of putative Brevican binding partners suggests that this may indeed be 
the case. In the future, it will be interesting to validate BCAN-FLRT2 binding and 
investigate how Brevican modulates LPHN3-FLRT2 interaction and function. 
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The proteomic screen also uncovered some other putative postsynaptic Brevican 
interactors. Remarkably, most of these proteins are related to AMPA receptors, 
confirming the importance of GluA1 for Brevican-mediated regulation of excitatory inputs 
onto PV+ interneurons. The absence of GluA1 in our list could be explained by the 
limitations of Ecto-Fc MS which is particularly weak at identifying low-affinity interactions 
(Savas et al., 2014). Alternatively, the ecto-Fc proteins might be saturated by highly 
expressed binding partners and may not copurify detectable amounts of less abundant 
proteins (Savas et al., 2014). Nevertheless, it is important to mention that we were able 
to copurify the GluA2 subunit of AMPARs which we also previously identified as a 
Brevican binding partner (Figure 6A). Of all postsynaptic putative Brevican partners, 
LRFN/SALM2 appears of particular interest because of the similarities it shares with 
Brevican. LRR and Fibronectin Type III Domain Containing proteins (also known as 
Synaptic Cell Adhesion-Like proteins; LRFN/SALM1–5) were identified as PSD-family-
interacting proteins (Ko et al., 2006; Morimura et al., 2006; Wang et al., 2006). Alike 
Brevican, the role of SALM2 in synapse maturation is restricted to excitatory, but not 
inhibitory, synapses and is executed by regulating GluA1 clustering (Ko et al., 2006). In 
addition to the observation that both Brevican and SALM2 selectively regulate the 
density of excitatory synapses via a GluA1-dependent mechanism, SALM2 knockdown 
leads to a phenotype that is strikingly comparable to that of Brevican deficiency: it 
reduces the number of excitatory synapses and the frequency, but not amplitude, of 
mEPSCs (Ko et al., 2006). The regulation of SALM2 might, therefore, be the mechanism 
by which Brevican regulates GluA1-subunit synaptic delivery. In addition, the role of 
SALM proteins in regulating synapse function is still largely unknown and their trans-
synaptic binding partners have not been identified. It is, therefore, appealing to 
hypothesize that Brevican might also link SALM2 to its receptor on the presynaptic 
membrane. Future studies confirming and further investigating the physical and 
functional interaction of Brevican with SIRPα, LPHN3-FLRT2, and SALM2 (Figure Ax4) 
will broaden our knowledge about how the excitatory drive of PV+ interneurons in the 
mature neural circuits is finely shaped. 

 
Figure Ax4. Working model illustrating putative pre- and postsynaptic Brevican interactors. 
Similar model as in FigureAx2 but including a complement of proteins that, based on the results of 
the proteomic screening, might interact with Brevican and participate in regulating the maturation 
of excitatory synapses at the postsynaptic side. The model also includes putative Brevican 
interactors that might mediate a presynaptic, GluA1-independent, role of Brevican. 
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3. Role of Brevican at the PV+ cell output 

The presence of NCAM and the relatively high number of vesicle-related proteins found 
in the Ecto-Fc MS screening suggested a possible role of Brevican in the regulation of 
the outputs of PV+ interneurons. Brevican is not involved in regulating PV+ synapse 
onto other PV+ cells (Figure S3), but it may control the development of PV+ inhibitory 
synapses contacting pyramidal cells. To investigate whether the lack of Brevican affects 
the outputs of the PV+ interneurons, we assessed the density and distribution of Syt2+ 
presynaptic inputs, postsynaptic Gephyrin+ clusters and alpha1-containing GABAA 
receptors (⍺1-GABAARs), as well as their colocalization at the pyramidal cell soma 
(Figures Ax5A-5H). Quantitative analysis revealed that, although the average density of 
presynaptic inputs and postsynaptic clusters did not change, their relative frequency was 
altered in opposite directions (Figures Ax5I-5M): the distribution of Syt2+ boutons was 
slightly shifted towards lower values, whereas the distribution of postsynaptic Gephyrin+ 
clusters and ⍺1-GABAARs was increased (Figures Ax5I, 5J, 5L). However, these pre- 
and post-synaptic changes did not affect the distribution of Syt2+/Gephyrin+ synapses 
which was similar between genotypes (Figure Ax5K). The relative frequency of ⍺1-
GABAARs containing synapses was instead increased in Bcan mutants (Figure Ax5M). 
These findings indicate that Brevican might also have a minor role in regulating the 
formation of inhibitory synapses on pyramidal cells. However, since the observed 
increase is largely due to an alteration in postsynaptic GABAergic clusters in pyramidal 
cells, an alternative explanation for the observed changes might be that they are 
secondary to the deficits found in PV+ interneurons. 

 
Figure Ax5. Subtle changes in PV+ inhibitory synapses contacting pyramidal cells upon 
Bcan deletion. 
(A) Schematic drawing highlighting the synapses analyzed in this experiments (black ellipse). 
(B-H) Synaptic density (B, E, H), representative images and their corresponding binary images (C 
and D) illustrating Syt2+ boutons (n= 6 WT, 4 Bcan-/-), Gephyrin+ clusters (n = 6 WT, 4 Bcan-/-) 
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and Syt2+Gephyrin+ synapses (n = 6 WT, 4 Bcan-/-) contacting the soma of pyramidal cells. 
Mann-Whitney test. Scale bars equal 0.5 µm. 
(F and G) Density of ⍺1-GABAARs (F) and ⍺1-GABAARs- containing inhibitory synapses (G) in 
pyramidal neurons (n = 4 WT, 4 Bcan-/-). Mann-Whitney test. 
 

4. Brevican protects PV cells against oxidative stress 

The high metabolic requirements of fast-spiking cells make them susceptible to redox 
dysregulation and oxidative stress (Carter and Bean, 2009). In addition to their role in 
synaptic plasticity, perineuronal nets protect PV+ interneurons against oxidative stress 
(Cabungcal et al., 2013a). We reasoned that, if Brevican contributes to this 
neuroprotection, its absence would make PV+ cells more vulnerable to oxidative stress. 
To test this hypothesis, we first analyzed the levels of oxidative stress revealed by the 
presence of 8-oxo-7,8-dihydro-20-deoxyguanine (8-oxo-dG), a product of DNA 
oxidation, in Bcan mutants compared to controls. We observed barely detectable 8-oxo-
dG immunoreactivity in both wild-type and Bcan mutant PV+ cells at P30 (Figure Ax6A), 
showing that the basal levels of oxidative stress in PV+ cells are not affected by the 
absence of Brevican. 

 
Figure Ax6. Brevican has a neuroprotective role against oxidative stress 
A. Fluorescence intensity levels of 8-oxo-dG in Bcan-/- and wild-type mice subjected or not to 
maternal separation (MS) (n = 3 for each condition). One-way ANOVA followed by Sidak's multiple 
comparisons test. 
B. Schematic of the unpredictable maternal separation (UMS) procedure. Pups were separated 
from the mothers at different times during the day for 4h daily on post-natal day (PND) 1 to PND 6 
and for 6h on PND 7 to PND 14. 
C. Quantification of the density of PV+ interneurons in the CA1 region of the hippocampus in WT 
(n = 3) and Bcan-/- (n = 3) mice subjected to MS. The control data (left bars) are the same as in 
Figure 3. One-way ANOVA followed by Holm-Sidak's multiple comparisons test. 
D and E. Representative images showing 8-oxo-dG levels exhibited by Bcan-/- (D) and WT (E) PV 
cells. Scale bars equal 5 μm. 
 
The deleterious effect of oxidative stress on PV+ cells is particularly prevalent during 
specific developmental time windows. Early-life insults inducing oxidative stress in pre-
weaning or pubertal – but not young adult – mice reduces the number of PV+ 
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interneurons and have long-term detrimental consequences on their maturation 
(Cabungcal et al., 2013b). For instance, severe psychosocial trauma caused by 
maternal separation (MS) induces oxidative stress (Daniels et al., 2012; Diehl et al., 
2012), reduces PV expression in the hippocampus (Brenhouse and Andersen, 2011), 
alters synaptic development and plasticity (Aisa et al., 2009; Andersen and Teicher, 
2004; Hsu et al., 2003; Monroy et al., 2010; Xie et al., 2013), and ultimately affects 
behavior and cognition (Aisa et al., 2009; Brenhouse and Andersen, 2011; Diehl et al., 
2012; Hsu et al., 2003; Lippmann et al., 2007; Millstein and Holmes, 2007). We, 
therefore, explored whether the lack of Brevican makes PV+ cells more susceptible to 
redox dysregulation when an oxidative challenge, such as MS, is applied at early stages 
of development. We daily removed Bcan mutant and wild-type pups from their mothers 
during the neonatal and preweaning period (P1-P14) and assessed the levels of 
oxidative stress at P30 (Figures Ax6A-D). Consistent with previous reports (Brenhouse 
and Andersen, 2011; Cabungcal et al., 2013b), we observed a lower number of PV+ 
cells in both Bcan mutant and wild-type mice subjected to MS compared to controls 
(Figure Ax6C) but no difference between genotypes. In addition, MS increased the 
levels of 8-oxo-dG in Bcan mutant PV+ cells compared to wild-type MS PV+ 
interneurons as well as to wild-type and mutant PV+ cells from mice not subjected to MS 
(Figures Ax6A, 6D and 6E). Altogether, these results show that Brevican protects 
immature PV+ interneurons against oxidative stress caused by environmental insults 
during particularly sensitive developmental windows. 

 

Discussion of the results 
Our work hints at a different function of BCAN1 and BCAN2 in PV+ interneurons. 
Whereas BCAN2 regulates the maturation of excitatory synapses onto PV+ cells, 
BCAN1 does not seem to play such a role. However, the rescue of PV levels by BCAN1 
suggests that it influences the concentration of the calcium binding protein PV without 
causing any change in the density of excitatory inputs. A growing amount of evidence 
has highlighted that PV levels are the litmus test of how several different events 
ultimately affect PV+ interneuron function (Brenhouse and Andersen, 2011; Cabungcal 
et al., 2013a, 2013b; Donato et al., 2013). One of these events is oxidative stress which 
negatively alters PNNs and, as a result, the PV levels (Brenhouse and Andersen, 2011; 
Cabungcal et al., 2013a, 2013b). To support their high-frequency firing, PV+ 
interneurons are energy demanding. This requires enhanced metabolic activity, which 
may lead to elevated mitochondria-generated reactive oxygen species (ROS). As a 
result, PV+ cells are particularly vulnerable to redox dysregulation and need well-
regulated antioxidant systems to neutralize ROS and maintain proper redox state. 
Interestingly, this vulnerability of PV+ cells is associated with the absence of fully mature 
PNNs which protects them against oxidative stress. In turn, excess oxidative stress also 
affects PNN which reciprocally impact PV+ interneurons (Do et al., 2015). Remarkably, 
in addition to the well-known contribution of oxidative stress to neurodegenerative 
diseases (Qureshi and Parvez, 2007) and consistent with the pivotal role that PV+ 
interneurons play in cognitive functions (Hu et al., 2014), PV+ cell impairment caused by 
severe redox imbalance has been recently linked to psychiatric disorders (Do et al., 
2015; O’Donnell et al., 2014). It is, however, unknown whether all PNN proteins play a 
similar role in protecting PV+ cells against oxidative stress. By using a paradigm that 
was both physiological and ethologically relevant, we induced oxidative stress during a 
particularly sensitive period in brain development and uncovered a neuroprotective role 
for Brevican against oxidative damage in PV+ interneurons. Although the lack of 
Brevican does not increase oxidative stress per se, it makes PV+ cells susceptible to 
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insults during specific sensitive time windows that have a long-lasting impact over the 
lifespan. 

How does Brevican protect PV+ interneurons against oxidative stress? Brevican, as 
other PNNs, is a polyanionic molecule that can function as a buffering system for cations 
(Brückner et al., 1993). Whereas buffering calcium and sodium is likely to be important 
to regulate the firing properties of PV+ cells, iron chelation may limit the formation of 
iron-generated reactive hydrogen radicals. In addition, hyaluronan and chondroitin 
sulfate which are bound to Brevican have antioxidant properties (Campo et al., 2004). 
The low expression of BCAN2, its punctate appearance and its restricted synaptic 
localization suggests that it is unlikely to have a main role as a cation chelator. BCAN1, 
instead, is expressed at higher levels (Figure 7) and resembles other classical PNNs: it 
is secreted and it densely encloses PV+ interneurons. As such, BCAN1 appears tailored 
to fulfill BCAN neuroprotective function. Future work investigating whether 
overexpression of BCAN1 – but not BCAN2 – in Bcan mutant PV+ cells is able to 
prevent the high oxidative stress found in Bcan knock-out mice subjected to maternal 
separation will help to further address the different, complementary roles of BCAN1 and 
BCAN2.  

 
Worth to mention, these experiments might also direct novel therapeutic approaches 
aimed at thwarting oxidative stress damage in neurodegenerative diseases and 
psychiatric disorders. Indeed, neurodevelopmental disorders result precisely from 
disrupting early processes that are crucial for brain development. In particular, 
GABAergic interneurons have emerged as key regulators of some of these 
developmental milestones in the assembly of neural circuits and, consistently, have 
been implicated in several neurological and psychiatric disorders (Hu et al., 2014; Marín, 
2012, 2016). Therefore, identifying the mechanisms that regulate the assembly, 
dynamics and functioning of inhibitory circuits may provide fundamental insights not only 
into the development of our brain but also on its pathological alterations. 
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Mice 
Brevican-/- mice (Brakebusch et al., 2002), PV-Cre (Hippenmeyer et al., 2005), PLP-GFP 
(Fuss et al., 2000), Nkx2.1-Cre (Xu et al., 2008), Nex-Cre (Goebbels et al., 2006), VIP-
Cre, and RCE (Jackson Laboratories #010908 and #032037), were maintained in a 
C57B/6 background (Charles River Laboratories); Nkx2.1CreERT2 mice (Jackson 
Laboratories #014552) were maintained in a 129S2/SV background, G42 mice (Jackson 
Laboratories #007677) were maintained in a CB6F1/J background and GIN mice 
(Jackson Laboratories #003718) were maintained in an FVB/NJ background. All 
experimental procedures were performed on male mice, except the work performed with 
chandelier cells (Part I, Figure 13), the analysis of synapse density in PV-Cre;GluA1F/F 
mice (Part II, Figures 6N and S6G) and of the intrinsic properties in Bcan knock-down 
PV+ cells (Part II, Figures 4I-4U) where mice of both sexes were used. Animals were 
maintained under standard, temperature controlled, laboratory conditions, or in an 
enriched environment with free access to colored tunnels, mazes, climbing materials, 
and running wheels. Mice were kept on a 12:12 light/dark cycle and received water and 
food ad libitum with the exception of the rewarded alternation test. Animal procedures 
were approved by ethical committees (IN-CSIC and King’s College London) and 
conducted in accordance with Spanish and European regulations, and Home Office 
personal and project licenses under the UK Animals (Scientific Procedures) 1986 Act. 

Tissue dissociation and FACS 
To isolate individual cells, we euthanized the corresponding transgenic mice (Table 1), 
extracted the brain and microdissected the region of interest in cold pH 7.35 dissociation 
media (16 mM HEPES, 20M glucose, 0.8M kynurenic acid, 0.05mM APV, 50 U/ml 
penicillin–0.05 mg/ml streptomycin, 2 mM NaOH, 0.09M Na2SO4, 0.03M K2SO4, and 
0.014M MgCl2). To generate single-cell suspensions, 1 mm3 tissue pieces from 1-3 
brains were pooled and enzymatically digested in dissociation medium containing 0.1 
mg/ml DNAse, 0.16 gm/l L-cysteine HCl and 6.8 U/ml papain at 37°C for 30 min. Papain 
digestion was then blocked with dissociation medium containing 5 mg/ml ovomucoid 
(Sigma, St. Louis, MO) and 5 mg/ml bovine serum albumin (BSA) at room temperature. 
Neurons were mechanically dissociated to create a single cell suspension by gentle 
trituration in iced OptiMem (Life Technologies, Gaithersburg, MD) containing 20 mm 
glucose, 0.1 mg/ml DNAse and both 0.4 mM kynurenic acid and 0.025 mM APV to 
protect against glutamate-induced neurotoxicity. Fluorescently labeled individual cells 
were then purified from the suspension by fluorescence-activated cell sorting (FACS) 
using a BD FACSAria III cytometer. Cells from 1-3 consecutive experiments were 
collected in 350 µl of RLT buffer (QIAGEN, #79216) containing 0.01% 2-
Mercaptoethanol (BioRad, #1610710) and stored at -80°C for RNA extraction. 

RNA sequencing and differential expression analysis 
RNA was extracted using the QIAGEN RNeasy Micro Kit, according to the 
manufacturer's instructions. Library preparation and RNA-seq experiments were 
performed by the Genomic Unit of the Centre for Genomic Regulation in Barcelona. 
Depending on the cell type and stage, approximately 7,000-30,000 cells were required 
to obtain 1-2 ng of total RNA, which served as input for the library preparation using the 
SMARTer Ultra Low RNA Kit for ultra-low amount of RNA. The Illumina HiSeq 2000 
platform was used to sequence libraries to a mean of approximately 50 million mapped 
50 base pair single-end reads per sample. In the RNA-seq experiment, three biological 
replicates were ascertained for each dataset, except for oligodendrocytes where two 
replicates were used. 

Bioinformatic analysis of RNA-seq data was performed by the Bioinformatic Unit of 
the Centre for Genomic Regulation in Barcelona. RNA-seq quality check was performed 
using the tool FastQC (Babraham Bioinformatics). The goal of this step was to provide 
an overview of the quality of the data such as: per base sequence quality, GC content, 
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duplication level, amount of overrepresented regions and presence of adapters. To 
confirm a low amount of rRNA contaminations, we extracted a subset of 1 million reads 
for every sample and aligned them against a database of rRNAs using the tool 
ribopicker (Schmieder et al., 2012). Consistent with the presence of a step for filtering by 
polyA selection in the RNA-seq protocol, we obtained a low amount of reads mapping to 
rRNAs (0.6-4.1%). Next, reads were aligned to the reference genome (Ensembl version 
66 corresponding to NCBIM37 from iGenome database) using Tophat2 (Kim et al., 
2013), a splice aware mapper for RNA-seq reads that uses known information of splicing 
events to align reads spamming the junction of two exons. We successfully mapped 
75.2 ± 13.5% of the fragments to the genome. 

For the matter of an accurate comparison, a normalized value of expression called 
FPKM (Fragments Per Kilobase of exon per Million fragments mapped) was used. The 
FPKM corresponds to the number of reads aligned per kilobases of the transcript per 
million aligned reads from the total dataset. The software Cuffdiff2 (version 2.1.1) was 
used to compute FPKM values (Trapnell et al., 2013). FPKMs and read counts were 
scaled via the median of the geometric means of fragment counts across all libraries. 
Each replicated condition was used to build dispersion models, then these models were 
averaged to provide a single global model for all conditions in the experiment. Cuffdiff2 
was also used to perform differential expression analysis between cell populations by 
using a False Discover Rate (FDR) of 5%. Individual replicates were found to be highly 
reproducible with a low squared coefficient of variation (CV2) and clustered tightly 
together across all genes. 

Data were visualized using the cummeRbund package from Bioconductor (Trapnell 
et al., 2012). Principal component analysis was performed by D. Exposito-Alonso using 
the cummeRbund package in R. Principal components 2 and 3 are plotted in Figure 6. 
We also measured the Jensen-Shannon distance between replicates as well as between 
samples and used it for plotting a dendrogram with the cummeRbund package (Figure 6, 
performed by D. Exposito-Alonso). 

Specificity indexes 
To calculate the specificity scores showed in Figure 7 and Figure 8, we first selected all 
genes differentially expressed between P10 chandelier, P10 PV+ basket, P10 SST+ 
cells and P12 pyramidal cells. To remove genes with high specificity owing to barely 
detectable expression, we additionally filtered them by a minimum normalized 
expression level (FPKM) of 10. Next, we ranked all significantly differentially expressed 
genes using a specificity score based on the fold change between the gene’s normalized 
expression in a given subpopulation and the average normalized expression of that 
gene in all the other P10/P12 populations. In particular, for each gene, we calculated the 
fold change (FC) between the FPKM value of that gene in each of the three P10 
interneuron subpopulations and the average FPKM value in the other populations at 
P10/P12. The specificity score was calculated as the log2 transform of the fold change 
(log2FC).  

To detect the genes that exhibit the highest degree of both subtype and stage 
specificity showed in Figure 9, we calculated the specificity scores following similar steps 
but including all populations and stages in the calculations. In particular, we selected 
genes differentially expressed between each of the three P10 interneuron subtypes (e.g. 
P10 chandelier cells) and the same subtype at P5/P8 (e.g. P8 chandelier cells) as well 
as all other populations at different stages when applicable (e.g. P5 and P10 PV+ basket 
cells, P5 and P10 SST+ cells, P0 interneurons, P12 pyramidal cells and P10 
oligodendrocytes). Next, all genes were filtered by a minimum FPKM expression level of 
10 and the specificity score was calculated between a given subpopulation and all other 
populations (e.g. P8 chandelier cells, P5 and P10 PV+ basket cells, P5 and P10 SST+ 
cells, P0 interneurons, P12 pyramidal cells and P10 oligodendrocytes). Next, we 
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selected those genes that were specific for each of the three interneuron subpopulations 
by additionally filtering out genes with a specificity score lower than 0 for the cell type of 
interest and higher than 1 in the other populations (excluding the same subtype at 
P5/P8). 

To rank the genes shown in Figure 10, of all genes exhibiting both subtype and 
stage specificity we selected those that had demonstrated or putative roles in axon 
growth, axonal pathfinding, neuron-ECM communication or cell-cell adhesion, according 
to the gene ontology analysis or a manual MEDLINE® search. Additionally, for each 
interneuron subpopulation, the top 5 most specific genes were further ranked by a 
specificity ratio between the gene’s normalized expression (FPKM) in the population of 
interest and the maximum FPKM value of that gene found in any of the other cell 
populations.  

The specificity score highlights as specific those genes that are highly expressed in 
one population but low on average in all other populations. Because the average dilutes 
the contribution of individual cell populations, genes that are relatively highly expressed 
in a second population but particularly low in all others will still have a comparatively high 
specificity score. This is, for instance, the case for several genes shared between 
chandelier and PV+ basket cells. Conversely, the specificity ratio is particularly powerful 
in detecting as relatively ‘not specific’ those genes that are low in all other populations on 
average but specifically high in a second population only. However, because it only 
considers the expression level in the second expressing population, the specificity ratio 
lacks the power to additionally lower the ranking position of a gene that is widespread in 
all other populations. The fact that these two specificity indexes are complementary 
justified the use of both to increase our specificity detection power. 

Gene Ontology and pathway analysis 
The Gene Ontology and pathway enrichment analysis shown in Figure 7 was performed 
to identify which types of genes distinguish chandelier, PV+ basket or somatostatin cells 
at P10 but minimizing the effects of differences across developmental time. Because the 
number of genes specifically expressed in one of the three subpopulations was relatively 
low and enrichment can be significantly detected only when the input list contains a high 
number of genes, we pooled the lists of genes uniquely expressed in each of the three 
subpopulations. The pooled list was used as input for a preranked gene set enrichment 
analysis against the collection of GSEA canonical pathway gene sets (C2, KEGG and 
Reactome; MSigDB; Subramanian et al., 2005). The example of the metabolic gene set 
(Figure 7, see Discussion) indicates that, although more powerful, performing a gene 
enrichment analysis using a pool of all genes specific for each interneuron subpopulation 
has a disadvantage: enrichment may be driven by genes expressed in a given 
population only. However, this limitation was overcome by post hoc manual analysis of 
the individual genes driving the highlighted signatures. The list of manually curated gene 
groups revealed that the majority of enriched gene sets were cell-type-specific thus 
verifying that all interneuron subpopulations contributed to such subtype-specific 
signatures and confirming the differential use of similar molecules across our three 
interneuron subtypes. 

Chandelier cell imaging and analysis 
For the analysis of chandelier morphology and synapse density shown in Figure 13, 
confocal image stacks (100X oil immersion objective, 1.4 NA, 2.2 digital zoom, 0.2 μm 
step size) were analyzed with IMARIS 7.5.2 software. The axon initial segment (AIS, 
labeled with AnkyrinG) was reconstructed with the “create surface” tool as described 
above. Briefly, AISs included within the tissue sections with optimal staining were 
isolated in three dimensions. Three-dimensional isosurfaces were created using the 
“create surface” tool and volume was quantified automatically. A threshold was selected 
to include as much of the neuron as possible while excluding any background. A size 
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filter was applied with the minimum size being related to the volume of the AIS. For 
bouton density, the chandelier presynaptic boutons were detected with the “spot” tool 
using a spot diameter of 0.7 µm and a threshold was selected to accurately detect as 
many spots as possible without creating artifacts. The radius of the spot was used as a 
threshold distance to define the contact with the AIS and the “Find spots close to 
surface” tool (ImarisXT extension) was used to count the number of presynaptic boutons 
(“spots”) that were contacting the surface of the AIS. 

A cartridge was defined as such when at least 3 consecutive presynaptic boutons 
were found on the same chandelier axonal segment. For each cartridge, we measured 
length, number of boutons per cartridge, number of AISs contacted by one cartridge and 
the ‘distance to closest cartridge’ parameter. Cartridge length was quantified by tracing a 
line that joined all consecutive varicosities found on each cartridge and automatically 
measuring its length. The number of boutons in each cartridge was determined by 
counting the number of varicosities found in the entire length of each cartridge. The 
number of AISs contacted by one cartridge was assessed by calculating the total 
number of AISs contacted by one cartridge (with ‘cartridge’ and ‘contact’ defined as 
above) within the field of view. The ‘distance to closest cartridge’ indicates the average 
distance between each cartridge and the cartridge that is closest to it. This parameter is 
considered diagnostic of the overall density of the cartridges in a given volume and was 
used as a proxy to estimate the density of the chandelier arbor (Fazzari et al., 2010). 

Analysis of the number of somatic mCherry+ boutons from incidental infection of 
PV+ basket cells (Figure 13P) was analyzed as explained below (Image Acquisition and 
Analysis) for the correlation analysis shown in Figure S2B (Part II), with the only 
difference of defining the soma using NeuN instead of PV. 

Analysis of somatic and dendritic synapses upon Lgi2 and Cbln4 downregulation 
were performed by A. Marques-Smith and R. Deogracias, respectively, and the details of 
their analysis are not included in this thesis. 

Perfusions and Immunohistochemistry 
Animals were deeply anesthetized with sodium pentobarbital by intraperitoneal injection 
and then transcardially perfused with PBS followed by 4% paraformaldehyde (PFA) in 
PBS. Brains were dissected out and postfixed for two hours at 4°C, cryoprotected in a 
series of sucrose-PBS solutions overnight at 4°C. Then, tissue was sectioned at 40 μm 
on a sliding microtome (Leica). Free-floating brain sections were permeabilized by 
incubating with 0.2% Triton X-100 in PBS for 1 hour and then blocked for 3 hours (0.3% 
Triton X-100, 1% Normal Goat Serum and 5% BSA), followed by incubation with primary 
antibodies in 0.3% Triton X-100, 1% Normal Goat Serum and 2% BSA overnight at 4°C. 
The next day, brains were rinsed in PBS and incubated with the appropriated secondary 
antibodies for 2 hours at room temperature, rinsed in PBS, and then incubated with 
DAPI. The following primary antibodies were used: rabbit anti-GAT-1 (1:250, Chemicon 
#AB1570), mouse anti-GAD67 (1:5000, Chemicon #MAB5406), mouse anti-AnkyrinG 
(1:500, NeuroMab #75-146), rat anti-somatostatin (1:250, Chemicon #MAB354), mouse 
anti-Reelin (1:250, MBL International #D223-3), rabbit anti-VIP (1:1000, ImmunoStar 
#20077), rabbit anti-nNOS (1:1000, ImmunoStar #24287), rabbit anti-calretinin (1:200, 
Chemicon #AB149), rabbit anti-GABA (1:2000, Sigma #A-2052), rabbit anti-Olig2 (1:250, 
Millipore #AB9610), goat anti-mCherry (1:500, Antibodies-Online #ABIN1440057), rabbit 
anti-NeuN (1:500, Millipore #ABN78), mouse anti-NeuN (1:500, Millipore # MAB377), 
goat anti-FGF13 (1:500, Santa Cruz #sc-16811), mouse anti-parvalbumin (1:1000, 
Sigma #P-3088), rabbit anti-parvalbumin (1:2000, Swant #PV-25); goat anti-parvalbumin 
(1:500, Swant #PVG-214); chicken anti-parvalbumin (1:500, SySy #195 006); guinea-pig 
anti-VGlut1 (1:2000, Millipore #AB5905), mouse anti-PSD95 (1:500, NeuroMab #70-
028), guinea-pig and rabbit anti-Brevican (1:1000, a gift from R. Frischknecht), rabbit 
anti-GluA1 (1:1000, Millipore #04-855), mouse anti-HA (1:500, Covance #MMS-101P), 
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rabbit anti-DsRed (1:500, Clontech #632496), chicken anti-GFP (1:1000, Aves Lab 
#1020), mouse anti-GAD65 (1:500, Millipore #MAB351R), mouse anti-Synaptotagmin-2 
(1:1000, ZFIN #ZDB-ATB-081002-25), goat anti-CB1 (1:400, Frontier Science #Af450-
1), mouse anti-gephyrin (1:500, Synaptic Systems #147 011), mouse anti-Kv3.1b 
(1:1000, NeuroMab #75-041), mouse anti-Kv1.1 (1:500, NeuroMab #75-007). 

Fluorescent In Situ Hybridization Histochemistry 
For dual-color fluorescent in situ hybridization combined with immunohistochemistry, 
mice were perfused and brains were fixed overnight in 4% PFA in PBS followed by 
cryoprotection in 30% sucrose-RNase free PBS. 30 μm sliding microtome sections were 
mounted on RNAse-free SuperFrost Plus slides (Fisher Scientific) with PBST 
(0.5%Tween20 in PBS), allowed to dry and postfixed in 4% PFA for 5 minutes. After 
three rinses with PBST, sections were treated with 5 μg/ml proteinase K in PBST 
(Invitrogen) for 5 minutes, briefly transferred to 4% PFA, and rinsed with PBST. Sections 
were then incubated for 1 hour at 62°C with hybridization solution (50% formamide, 10% 
dextran sulfate, 0.2% tRNA, 4% Denhardt’s solution, 200 mM NaCl, 10 mM Tris, 5 mM 
NaH2PO4, 5 mM Na2HPO4, 5 mM EDTA, pH 7.5) and hybridized overnight at 62°C with 
0.2-0.5 μg of digoxigenin (DIG)-labeled probes diluted in hybridization solution. The next 
day, sections were rinsed with 50% formamide, 0.5× SSC, and 0.5% Tween 4x30 
minutes at 62°C and 1x30 minutes at room temperature. Sections were then blocked for 
1 hour in 3% BSA, 20% blocking solution (Roche), 10% sheep serum in MABT (0.1 M 
maleic acid, 0.2 M NaOH, 0.2 M NaCl, 0.5% Tween) followed by incubation overnight at 
4°C with anti-DIG antibody (1:5000; Roche) together with primary antibodies diluted in 
blocking solution. On the following day, sections were rinsed 12x15 minutes in MABT, 
incubated with secondary antibodies for 2 hours at room temperature, rinsed 6x5 
minutes in PBS, and incubated with DAPI. Sections were then rinsed twice with 
detection buffer (Tris HCl 100mM, 100 mM NaCl 5M, 10 mM MgCl2 pH 8) and incubated 
for 3 hours at room temperature in the dark with 2-hydroxy-3-naphthoic acid 2'-
phenylanilide phosphate (HNPP)/Fast Red mix (Roche) diluted 1:100 in detection buffer. 
Sections were rinsed with PBS-EDTA buffer, briefly transferred to 4% PFA, and rinsed 
twice with PBS. Then, sections were allowed to dry and covered with Mowiol/DABCO. 
Images were acquired in the following two days on an inverted Leica TCS-SP8 confocal 
with a 40x objective. The following DIG-labeled probes were used: Hapln1 (primers: 5’-
CATTACAGCGCAGTA GCATTTC-3’ and 3’- GTGACAAAA TATGGCAGCAGTC-5’), 
Thsd7a (primers: 5’-GAAAA CCACAGAAGGGAAACAG-3’ and 3’- 
GCTTTCGACAAGTAATGGCTCT-5’), Bcan (IMAGE: 5695027), Bcan1 (primers: 5’-
TGCACCCCTGAGGAGCAAGAC-3’ and 3’-CG GGTAAAACCTGAGGCCCTTGTG-5’) 
and Bcan2 (primers: 5’-GTAATTCTGCTGA AGGCTCAA-3’ and 3’-
TGGGTACAAAGCAGTTTA ATACAG-5’). The probes used to detect the specific Bcan 
isoforms were obtained by RT-PCR amplification of P30 mouse hippocampal cDNA. The 
purified PCR product was A-tailed and cloned into the pGEMT-easy vector (Promega). 
The following primary antibodies were used: chicken anti-GFP (1:1000, Aves Lab 
#1020), rabbit anti-parvalbumin (1:500, Swant #PV-25), rabbit anti-Olig2 (1:250, Millipore 
#AB9610), mouse anti-GFAP (1:500, Sigma #G3893). Note that the relatively higher 
background and the lower signal of the IHC combined with ISH did not allow 
identification of the fine cartridge structure and hence of chandelier cells by morphology 
when using this technique. 

Super-Resolution Image Acquisition and Analysis 
For super-resolution imaging, mouse brains were fixed overnight in 4% PFA in PBS and 
cryoprotected in 30% sucrose-PBS. 20 μm sliding microtome sections were stained 
following immunohistochemistry procedure. The following primary antibodies were used: 
guinea-pig anti-Brevican (1:1000, a gift from R. Frischknecht), mouse anti-Bassoon 
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(1:500, Abcam #ab82958), rabbit anti-Homer1 (1:400, Synaptic Systems #160 002), 
rabbit anti-GluA1 (1:1000, Millipore #04-855).  

Image Acquisition Single-molecule localization microscopy was performed on a 
custom-built setup as previously described (Platonova et al., 2015). In brief, a 473 nm 
laser (100 mW, Laserglow Technologies) was used for activation and a 643 nm laser 
(150 mW, Toptica Photonics) for imaging. Both lasers were focused onto the back-focal 
plane of an Olympus NA 1.49, 60x, TIRF-objective. A quad-edge dichroic beamsplitter 
(405/488/532/635 nm, Semrock) was used to separate fluorescence emission from 
excitation light. Emission light was filtered by two bandpass emission filters (700/75 nm, 
Chroma) and a long pass dichroic beamsplitter (690 nm, AHF Analysetechnik) was used 
to split the emission light. The emission was dually focused by two separate 500 mm 
tube lenses and onto a back-illuminated EM-CCD chip (Evolve, Photometrics) which was 
liquid-cooled to -80°C. Focusing was done by moving the objective with a piezo 
objective positioner (MIPOS100, Piezo Systems Jena). A focus lock was implemented 
by an electronic feedback loop (LabView, National Instruments), based on total internal 
reflection of a red laser at the cover slip and its detection on a quadrant photodiode. The 
z stability was better than ±10 nm over several hours. For SMLM imaging, the switching 
buffer consisted of 0.1 M MEA/0.2 M Tris, pH 8.0 with 5 % (w/v) glucose, 0.25 mg/ml 
glucose-oxidase and 20 μg/ml catalase. The imaging laser intensity of the 643 nm laser 
line used was ~2 kW/cm 2. To keep the average number of localizations per frame 
constant (maximum intensity ~0.5 kW/cm2), the intensity of the 473 nm activation laser 
was automatically adjusted. Imaging was performed in objective-type total internal 
reflection fluorescence (TIRF) mode. We recorded a minimum of 30,000 frames with an 
exposure time of 20-35 milliseconds. All data analysis was performed in MATLAB 
(Mathworks). The acquired raw camera frames were filtered using a running median 
filter (Hoogendoorn et al., 2014), a 50 frame filter radius and a keyframe separation of 
20 frames. Single-molecule positions were determined by Gaussian fitting based on a 
maximum likelihood estimator (Smith et al., 2010) and only localizations with a maximum 
localization precision of 15 nm and a maximum PSF of 180 nm (1/e-intensity) were 
considered for further analysis. An image-correlation based drift-correction was 
employed. The first 25 frames of the dSTORM acquisition were used for a coarse 
estimate of the translational shift between the left and right side of the EMCCD chip. 
This was done using the phase difference of the Fast Fourier Transform, which was 
calculated using a pixel-reconstructed image from the single-molecule localization 
coordinates using a pixel-size of 100 nm. The localizations from the short-wavelength 
channel were coarsely mapped onto the localizations of the long-wavelength channel 
and paired. For pairing the localizations of the two channels in each frame had to be 
within a maximum search-radius of 8 camera pixels (~800 nm). The paired localizations 
were used to calculate an affine transformation matrix using the MATLAB built-in routine 
cp2tform. The transformation matrix was used to map the localizations from the short-
wavelength onto the localizations of the long-wavelength channel. The overall 
registration precision was 25-35 nm. The localizations were paired again, but using a 
more stringent cut-off of 1 pixel for the search-radius. The normalized intensity ratio was 
calculated for all localization pairs for the color-assignment using r=(Il−Is)/(Il+Is), where Il 
and Is are the fluorescence intensities determined by maximum-likelihood fitting for the 
long and short wavelength channels, respectively. The localization pair was assigned to 
AF647, CF660C or C680 by manually selecting the ranges for the normalized intensity 
ratio. Examples for the dye separation are provided in Figure S1. 

Data analysis. Individual synapses contacting the soma of PV cells were manually 
selected from three-color dSTORM images. To determine the distribution between pre- 
and post-synaptic site (Figure 1M), “side” view synapses were chosen such that 
Bassoon and Homer1 were seen as parallel stripes. A line along the center of the pre-
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synaptic Bassoon was drawn manually (position = 0 nm). The synapses were overlaid 
with Bassoon = 0 and Homer1 was used to determine the orientation of the synapse. 
The longitudinal profile of Bassoon/Brevican/Homer1 across the synapse was then 
determined straightforwardly. For the radial distribution analysis of 
Bassoon/Homer1/Brevican (Figure 1N) and Bassoon/GluA1/Brevican (Figure 5H), “face” 
view synapses were chosen such that Bassoon/Homer1 and Bassoon/GluA1 were seen 
as overlapping round or elliptical discs. The mean x,y position of the Bassoon 
localizations of each synapse (simplified and considered to be radially symmetric) was 
set to x,y = 0,0. The Euclidian distance of the Bassoon/Homer1/Brevican and 
Bassoon/GluA1/Brevican localizations was used to compute their radial distribution for 
each synapse. The two-color radial distribution analysis of Brevican with respect to 
Bassoon (Figure S1R) or Homer1 (Figure S1S) was done correspondingly, except that in 
the latter case the mean x,y position of Homer1 localizations was used to establish x,y = 
0,0. 

Cell Culture, Transfection, Pharmacology and Immunocytochemistry 
Cell line cultures. HEK293T cells were cultured in Dulbecco’s Modified Eagle’s medium 
supplemented with 10% fetal bovine serum, 2 mM glutamine, penicillin (50 units/ml) and 
streptomycin (50 g/ml). The cultures were incubated at 37°C in a humidified atmosphere 
containing 5% CO2. HEK293T cells were transfected using polyethylenimine (PEI, 
Sigma) at a 1:4 DNA:PEI ratio.  

Primary hippocampal cultures. Hippocampi from E18 mouse embryos were 
dissected in ice cold Hank's Balanced Salt Solution (HBSS), digested with 1 mg/ml 
trypsin (Worthington) for 15 minutes at 37°C, treated with 0.1 mg/ml DNase I (Roche) 
and triturated to produce a single cell suspension. Cells were then plated at 100,000 
cells/cm2 on plastic dishes or at 50,000 cells/cm2 on glass coverslips pre-coated with 0.5 
mg/ml poly-L-lysine (Sigma). Cells were cultured in Neurobasal (Invitrogen) 
supplemented with 2% B27 (Invitrogen), glutamine (2 mM) and 100 μg/ml penicillin-
streptomycin (Gibco). For in vitro activity manipulations, 26DIV neuronal cultures were 
treated for 48 hours with 20 μM Gabazine or 20 μM Nifedipine, or their appropriated 
controls (H2O, and DMSO, respectively).  

Immunocytochemistry. HEK293T cells or 28 DIV neurons were fixed in 4% PFA/1% 
sucrose in PBS for 10 minutes, briefly washed in PBS and permeabilized with 0.2% 
Triton X-100 in PBS. Coverslips were blocked with 5% BSA in PBS for 1 hour and 
incubated with primary antibodies in blocking solution overnight at 4°C. Coverslips were 
then washed 6x5 minutes in PBS and incubated with secondary antibodies in blocking 
solution for 1h at room temperature. Coverslips were then washed 6x5 minutes in PBS, 
incubated with DAPI and mounted in Mowiol/DABCO. Primary antibodies used: chicken 
anti-GFP (1:3000, Aves Lab #1020), guinea-pig anti-Brevican (1:2000, a gift from R. 
Frischknecht), rabbit anti-Brevican (1:2000, a gift from R. Frischknecht), rabbit anti-
DsRed (1:500, Clontech #632496), mouse anti-HA (1:500, Covance #MMS-101P), 
chicken anti-GFP (1:1000, Aves Lab #1020). 

Generation of AAV Expression Vectors 
To generate the pDIO-shBCAN-mCherry, the sequence containing the distal and 
proximal elements of the U6 promoter spaced by the CDS for mCherry was amplified by 
PCR (primers: 5’-TTCGCTAGCGGATCCGGAATAAC-3’ and 3’-CCAGAGGTTGATTGG 
TTTATCAGGC -5’). The resulting PCR product was cloned into the pAAV-EF1a-DIO-
mCherry vector (kindly provided by Prof. K. Deisseroth) and a TATA box was introduced 
in the U6 fragment (primers: 5’-TATGCTTACCGTAACTTGAAAGTATTTCGATTTCTTG 
GGTTTATATATCTTGTGGAAAGGACGCGGTTTCCTAGGTTTAAACTG-3’ and 3’- 
TATG 
CTTACCGTAACTTGAAAGTATTTCGATTTCTTGGGTTTATATATCTTGTGGAAAGGAC
GCGGTTTCCTAGGTTTAAACTG-5’). The ssDNA primers to generate the shBCAN (5’-
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CTAGGCAAGCAGAACCGCTTCAATGCCTGACCCACATTGAAGCGGTTCTGTTGCTT
TTTG-3’ and 3’-
AATTCAAAAAGCAAGCAGAACCGCTTCAATGTGGGTCAGGCATTGAA 
GCGGTTCTGCTTGC-5’) were obtained using the Block-it RNAi web tool (Thermo 
Scientific). To minimize the putative off-target effects of the shRNA, a miR-133 derived 
loop sequence was used (Gu et al., 2012). Moreover, the shRNA sequence was blasted 
and no other mouse mRNA apart from Bcan was predicted to be targeted. A similar 
strategy was followed to clone the shRNAs targeting FGF13 [shRNA-2 and shRNA-4 
from (Wu et al., 2012a)]. The coding sequences for Fgf13, Bcan1 and Bcan2 full-length 
used in the rescue experiments were obtained from P30 mouse hippocampal cDNA and 
cloned into the pGEMT-easy vector (Promega). A canonical HA tag sequence was 
introduced after the signal peptide (primers: 5’-TCTAGAGCCACCATGATACCACTGCT 
TCTGTCCCTGCTGGCCGCTCTGGT-3’ and 3’-
TTGGGTCAGGACCAGAGCGGCCAGC 
AGGGACAGAAGCAGTGGTATCATGGTGGCCTAGAA-5’; 5’-
CCTGACCCAAGCCCCTG 
CCGCCCTCGCTGATTACCCATACGATGTTCCAGATTACGCTAGATCTA-3’ and 3’-
AGA TCTAGCGTAATCTGGAACATCGTATGGGTAATCAGCGAGGGCGGCAGGGGC-
5’) and cloned in the pAAV-EF1a-DIO-mCherry vector (Bcan1 and Bcan2) or in the 
pDIO-shFgf13-mCherry after adding a T2A sequence (Fgf13B). To generate a Bcan2 
mutant that lacks the GPI anchor (BCAN2-GPI), the DNA sequence coding for the 
protein region containing the C-terminal GPI-modification sites was removed from Bcan2 
full-length. The same sequence (PSSGNSAEGSM PAFLLFLLLQLWAT, the best 
predicted site is shown in bold and is underlined, the alternative site is underlined) was 
cloned after the last exon of Bcan1 full-length to generate BCAN1+GPI. 

AAV Production and Intracranial Injections 
HEKs 293FT cells (ThermoScientific) were seeded on 15-cm plates and co-transfected 
with packaging plasmids AAV-ITR-2 genomic vectors (7.5μg), AAV-Cap8 vector pDP8 
(30μg; PlasmidFactory GmbH, Germany, #pF478) using PEI (Sigma) at a ratio 1:4 
(DNA:PEI). 72 hours post transfection, supernatants were incubated with ammonium 
persulfate (65g/200ml supernatant) for 30 minutes on ice and centrifuged for 45 minutes 
at 4000 RPM at 4°C. Transfected cells were harvested and lysed (150mM NaCl, 50mM 
Tris pH8.5), followed by three freeze-thaw cycles and Benzonase treatment (50U/ml; 
Sigma) for 1 hour at 37°C. Filtered AAVs (0.8 μm, 0.45 μm and 0.2 μm MCE filters) from 
supernatants and lysates were run on an iodixanol gradient by ultracentrifugation (Vti50 
rotor, Beckmann Coultier) at 50,000 RPM for 1 hour at 12°C. The 40% iodixanol fraction 
containing AAV was collected, concentrated using 100 kDa-MWCO Centricon plus-20 
and Centricon plus-2 (Merck-Millipore), aliquoted and stored at -80°C. The infectious 
titer of virus was measured by quantitative real-time PCR (primers: 5’-
GGCACTGACAATTCC GTGGT-3’ and 3’-CGCTGGATTGAGGGCCGAA-5’). AAVs with 
a titer equal or higher to 1011 genome copy/ml were used for in vivo injections. The 
AAV9-EF1a-DIO-eYFP was generated by and acquired from the Penn Vector Core, with 
a titer of 3.95 x 1013 genome copy/ml. The AAV8-GFAP(0.7)-EGFP-T2A-iCre was 
generated by and acquired from the Vector Biolabs, with a titer of 5.6 x 1013 genome 
copy/ml. 

For intracranial injections, P2 or P12 mice were anesthetized with isoflurane and 
were mounted in a stereotactic frame. For experiments shown in Part I, 500 nl of AAV8-
shFgf13-mCherry, AAV8-FGF13B-HA-T2A-shFgf13-mCherry or AAV8-Cbln4-HA-T2A-
shLacZ-mCherry were unilaterally injected in the medial prefrontal cortex 
(anteroposterior −0.6 mm; mediolateral +0.2 mm; dorsoventral −0.4 and −0.8 mm relative 
to Bregma) at an injection rate of 100 nl/minute followed by 2 additional minutes to allow 
diffusion. 
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For synapse analysis in Part II, 250 nl of AAV8-shBcan-mCherry:AAV9-YFP in a 
10:1 ratio, AAV8-Bcan1-HA:AAV9-YFP in a 10:1 ratio, AAV8-Bcan2-HA:AAV9-YFP in a 
10:1 ratio, AAV8-Bcan2-HA:AAV8-GFAP-iCRE in a 1:1 ratio or AAV8-Bcan2-HA:AAV8-
GFAP-iCRE in a 1:1 ratio were unilaterally injected into the dorsal region of the left 
hippocampus (anteroposterior −2.8 mm; mediolateral +1.2 mm; dorsoventral −1.3 mm 
relative to Bregma) at an injection rate of 50 nl/minute followed by 2 additional minutes 
to allow diffusion. For electrophysiology or behavioral experiments, 400 nl of AAV8-
shBcan-mCherry:AAV9-YFP in a 10:1 ratio, 400 nl of AAV8-Bcan1-HA:AAV9-YFP in a 
10:1 ratio or 400 nl AAV8-Bcan2-HA:AAV9-YFP in a 10:1 ratio (for electrophysiology 
experiments) or 500 nl of AAV8-shBcan-mCherry or 500 nl of AAV9-YFP (for behavioral 
experiments) were bilaterally injected into the dorsal region of the hippocampus 
(anteroposterior −2.5, −2.8, −3.2 mm; mediolateral +1.2 mm; dorsoventral −1.3 mm 
relative to Bregma) at an injection rate of 100 nl/minute. Post-recording 
immunocytochemistry was carried out to evaluate the recorded cell and the expansion of 
the injection. For behavioral experiments, injections massively targeted the majority of 
the PV cells in the dorsal hippocampus (data not shown). 

Western blot and Fractionation 
For Western blot analysis on neuronal cultures, DIV28 E17.5 hippocampal cultures or 
HEK293T were placed on ice and rinsed 1x in PBS. For Western blot analysis on mouse 
tissue, P30 hippocampi were rapidly dissected in ice cold PSB. Samples were 
homogenized in lysis buffer containing 25 mM Tris-HCl pH 8, 50mM NaCl, 1% Triton X-
100, 0.5% sodium deoxycholate, 0.001 % SDS and protease inhibitor cocktail. For anti-
Brevican Western blot, samples were digested with 1.7U/mg of ChABC (Sigma) for 2 
hours at 37°C. For fractionation experiments, Syn-PER™ Synaptic Protein Extraction 
Reagent (ThermoScientific) or Subcellular Protein Fractionation Kit for Tissues 
(ThermoScientific) were used according to the manufacturer's instructions. Protein 
quantity was measured using bicinchoninic acid (BCA) assay (ThermoScientific). All 
samples were denatured, resolved by SDS-PAGE and transferred onto PVDF 
membranes. Membranes were blocked with 5% nonfat milk (Biorad) in TBST (20mM 
Tris-HCl pH7.5, 150mM NaCl and 0.1% Tween20) for 1 hour and probed with the 
following primary antibodies: mouse anti-PSD95 (1:500, NeuroMab #70-028), guinea-pig 
and rabbit anti-Brevican (1:1000, a gift from R. Frischknecht), rabbit anti-actin (1:1000, 
Sigma #A2066), rabbit anti-GluR1 (1:1000, Millipore #04-855), mouse anti-GAPDH 
(1:1000, Sigma # GAPDH-71.1), rabbit anti-T-cadherin (1:500, Millipore #ABT121), 
rabbit anti-Na,K-ATPase (1:1000, Abcam, #ab76020), mouse anti-HA (1:500, Covance 
#MMS-101P), mouse anti-Kv1.1 (1:500, NeuroMab #75-007). After incubation with HRP-
conjugated secondary antibodies, protein levels were visualized by chemiluminescence. 
Blots were scanned using a LI-COR Odyssey® Fc Imaging System and band were 
quantified with Image Studio Software. For quantification, densitometry of protein bands 
of interest was normalized to that of actin. 

Co-immunoprecipitation Assays 
100 μg of hippocampal homogenates from P30 mice were pre-cleared by adding 50 μl of 
protein A-Sepharose (Sigma) bead slurry (50%). For Brevican isoform-specific Co-IP, 
100 μg of hippocampal homogenates from P30 Bcan mutant mice were mixed with 50 
μg of lysate from HEK293T co-transfected with CreGFP and a Cre-dependent Bcan1-HA 
or Bcan2-HA expressing plasmid. The pre-cleared lysate was then diluted in 1 ml of Co-
IP buffer (0.3M sucrose, 10 mM Tris-HCl pH 8, 10 mM NaCl, 3 mM MgCl2, 1% NP-40, 
5% glycerol and protease inhibitor cocktail) and subsequently incubated overnight at 4°C 
with 2 μg of one of the following antibodies: rabbit anti-GluR1 (Millipore #04-855), rabbit 
anti-GluR2-3 (Millipore #AB1506), rabbit anti-GluR4 (Millipore #AB1508), rabbit anti-
NMDAR2B (Millipore #AB1557P), Rabbit IgG-Isotype Control (Abcam #ab27478), rabbit 
anti-mGluR2-3 (Millipore #AB1553), mouse anti-Kv1.1 (NeuroMab #75-007), mouse anti-
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Kv3.1b (NeuroMab #73-041), Mouse IgG-Isotype Control (Abcam # ab37355). 50 μl of 
protein A-Sepharose (Sigma) bead slurry was washed in Co-IP buffer and added to the 
mixture. After overnight incubation at 4°C with gentle rotation, the beads were pelleted 
and rinsed three times with Co-IP buffer. Immune complexes were then analyzed by 
western blot. 

In vitro Patch Clamp Recordings 
Slice preparation. Postnatal day (P) 26-38 mice were deeply anesthetized with sodium 
pentobarbital and transcardially perfused with ice-cold sucrose-based cutting solution 
containing (in mM): 70 Sucrose, 86 NaCl, 4 KCl, 1 NaH2PO4, 7 MgCl2, 26 NaHCO3, 25 
Glucose and 0.5 CaCl2. After brain dissection, 300 μm coronal hippocampal slices were 
cut using a vibratome (Leica) in the same ice-cold solution. After cutting, slices were 
transferred to an incubation chamber filled with artificial cerebrospinal fluid (ACSF) 
heated to 34 ˚C and containing (in mM): 127 NaCl, 2.5 KCl, 0.6 NaH2PO4, 26 NaHCO3, 
13 Glucose, 1.3 MgSO4, 2 CaCl2. Slices were kept in this heated chamber for 30 
minutes and then transferred to a second chamber containing the same solution at room 
temperature, where they were kept for an additional 30 minutes, and throughout the day, 
before recordings. 

Patch clamp recordings. After recovery, slices were transferred to a recording 
chamber continuously superfused with ACSF heated to 34 ˚C. PV interneurons were 
viewed with infrared-differential interference optics (Hamamatsu camera controller) and 
fluorescence illumination (Cool Led 473nm) through a 40x water-immersion objective 
(Olympus). Patch microelectrodes (4–8 MΩ) were pulled from borosilicate glass (1.5 mm 
outer diameter x 0.86 mm inner diameter; Harvard Apparatus) using a vertical P10 puller 
(Narishige). Current-clamp and voltage-clamp (sEPSC) recordings were performed 
using an intracellular solution containing, in mM, 130 KGluconate, 5 KCl, 10 HEPES, 2 
MgCl2, 10 Sodium Phosphocreatine, 2 Na2-ATP and 0.4 Na-GTP, as well as 1mg/ml 
neurobiotin. sEPSCs were recorded at a holding potential of -70 mV. During current-
clamp recordings, membrane potential was biased towards -65 mV. Cells were kept 
under current-clamp or voltage-clamp configuration with a Multiclamp 700B amplifier 
operating in fast mode. For mEPSC and mIPSC recordings, the following intracellular 
solution was used (in mM): 135 Cesium Methanesulfonate, 8 KCl, 10 HEPES, 0.4 Mg-
ATP, 2.0 Na2-ATP, 0.5 EGTA, 0.6 Na-GTP. 1 µM TTX was added to the bath. mEPSCs 
were recorded at -60 mV and mIPSCs at +10 mV, accounting for an estimated liquid-
junction potential of 10.4 mV. No pharmacological blockade of transmission was 
performed, in order to allow recording mEPSCs and mIPSCs from the same cell. Data 
were filtered on-line at 2 kHz, and acquired at a 20 kHz sampling rate for current-clamp 
recordings in Figure 2 and 50kHz for all others using pClamp 6.0.2 software (Molecular 
Devices). For immunohistochemistry after patch clamp recording, slices were 
immediately drop-fixed in PFA 4% at room temperature for 30 mins and subsequently 
transferred into PBS with 0.05% sodium azide. For BCAN+ and BCAN- cells, only one 
cell was recorded per slice, as to allow for unequivocal identification between 
immunohistochemical staining and electrophysiological recording. 

Data analysis. Intrinsic properties were measured rapidly after obtaining whole-cell 
configuration, following previously established protocols (Kawaguchi, 1995). A series of 
depolarizing or hyperpolarizing 500 milliseconds current steps were used at 0.5 Hz. 
Resting membrane potentials were measured just after patched membranes were 
ruptured by suction. Input resistance and membrane time constants were determined by 
passing hyperpolarizing current pulses inducing voltage shifts of 5-15 mV negative to 
resting membrane potential. Time constants were measured by fitting voltage responses 
with a single exponential function. Action potential (AP) threshold was determined as the 
voltage at which slope trajectory reached 20 mV/milliseconds (Stuart and Häusser, 
1994). AP widths at half amplitude were measured for spikes elicited by depolarizing 
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current pulses of threshold strength. Rheobase was determined by initially injecting 
positive current generating near-threshold 15-25 mV depolarizations and subsequently 
applying 1 pA current steps until APs were elicited. Rheobase was considered to have 
been reached once three such steps consecutively produced an AP, with the lowest 
value of the AP-generating injected currents used. Delay to first AP was measured 
during the same procedure, as the time elapsed between onset of current injection and 
AP threshold and was calculated from the average of 4 repetitions of this procedure. AP 
height was calculated as the difference in membrane potential between AP threshold 
and the peak. Afterhyperpolarisation (AhP) amplitude was defined as the difference 
between AP threshold and the most negative potential attained within 5 milliseconds of 
AP threshold. AhP time was defined as the time elapsed between this point and AP 
threshold. For Bcan-/- recordings, since a change in AP threshold occurred, we corrected 
AhP amplitude accordingly. Saturating firing frequency and input-output curves were 
obtained by injecting steps of 100 pA current and counting spike number. AP frequency 
adaptation was calculated as the percent change in spike frequency during the last 100 
milliseconds of the spike train compared to the first 100 milliseconds. Synaptic currents 
were analysed semi-automatically with Mini-Analysis (Synaptosoft), using detection 
parameters of 7 pA for event threshold, 10 ms for searching for a local maximum, 5 ms 
to search for baseline before peak, 50 ms to search for decay time and 0.37 as the 
fraction of peak amplitude to find a decay time. Rise-time was calculated as time 
elapsed between 10 and 90% of peak amplitude. 

Image Acquisition and Analysis 
Samples belonging to the same experiment were imaged during the same imaging 
session on an inverted Leica TCS-SP8 confocal. Imaging was performed with the same 
laser power, photomultiplier gain, pinhole and detection filter settings (1024x1024 
resolution, 12 bits or 16 bits). For cell co-localization analyses, confocal image stacks 
(40X oil immersion objective, 1.4 NA, 0.2 μm step size) were used to create maximum 
intensity projections and analyzed using a custom macro in Fiji (ImageJ) software. For 
Brevican and PV level analyses, Cy3 and AF647 fluorophores were used, respectively, 
and confocal image stacks (40X oil immersion objective, 1.4 NA, 0.2 μm step size) were 
reconstructed and analyzed with IMARIS 7.5.2 software. PV neurons whose soma was 
included within the tissue sections with optimal staining were isolated in three 
dimensions. Three-dimensional isosurfaces were created around each PV-neuron soma 
using the “create surface” tool and volume and labeling intensities were quantified 
automatically. A threshold was selected to include as much of the neuron as possible 
while excluding any background. A size filter was applied with the minimum size being 
related to the volume of the PV cell. The PV surface was then used to define the cellular 
domain and create three-dimensional isosurfaces around the PV neuron in the Brevican 
channel. The threshold was selected so as to have no surface reconstruction outside the 
cellular domain of PV cells. Brevican volume and intensity were quantified automatically. 
For synaptic puncta/cluster analysis, images of z-planes with optimal staining of synaptic 
markers were acquired (100X oil immersion objective, 1.44 NA, 2.2 digital zoom). 
Analysis of excitatory and inhibitory synapses contacting PV cells was carried out in the 
stratum oriens of the CA1 region of the hippocampus. Analysis of synaptic puncta/cluster 
densities was performed using a custom macro in Fiji (ImageJ) software. Processing of 
all channels included background subtraction, Gaussian blurring, smoothing and 
contrast enhancement. All single channel images were converted to RGB. For the PV 
soma, a color threshold was selected to identify the cell soma. The border of the soma 
was automatically or manually drawn to automatically calculate its perimeter and create 
a mask with the cell body only. For the presynaptic boutons or postsynaptic clusters, a 
color threshold was selected to include as many putative synapses as possible while 
excluding any background. The same threshold in each channel was applied to all 
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images from the same experiment. The “Analyze Particles” (size 0.10-infinity, circularity 
0.00-1.00) and “Watershed” tools were applied and a mask was generated. A merged 
image from all masks was created. Presynaptic boutons were defined as such when 
they were located outside the perimeter border but had ≥ 0.1 μm2 colocalizing with the 
mask of the soma. The criterion to define postsynaptic clusters was that ≥ 0.2 μm2 of the 
cluster area in the mask was located inside the perimeter border of the soma. Synapses 
were counted when an identified postsynaptic cluster was contacted by a presynaptic 
terminal (i.e. they had ≥ 1 pixel colocalizing) or when an identified presynaptic bouton 
was contacting (i.e. they had ≥ 1 pixel colocalizing) a postsynaptic cluster with ≥ 1/4 of 
its area located inside the perimeter border of the soma. For the four-color analysis of 
GluA1-containing synapses, GluA1 clusters in PV cells were considered located at the 
synapse when colocalising with a PSD-95 postsynaptic cluster that was contacted by a 
VGlut1 presynaptic terminal. For the correlation analysis shown in Figure S2B, confocal 
image stacks (100X oil immersion objective, 1.4 NA, 2.2 digital zoom, 0.2 μm step size) 
were reconstructed and analyzed with IMARIS 7.5.2 software. The PV cell soma was 
reconstructed with the “create surface” tool as described above. The VGlut1 presynaptic 
boutons and the Brevican coats were detected with the “spot” tool using a spot diameter 
of 0.68 μm for the VGlut1 boutons and of 0.5 μm for the Brevican coats. A threshold was 
selected to accurately detect as many spots as possible without creating artifacts. The 
radius of the spot was used as a threshold distance to define the contact and the “Find 
spots close to surface” tool (ImarisXT extension) was then used to count the number of 
presynaptic VGlut1 and Brevican spots that were contacting the surface of the soma. 

In utero electroporation and Tamoxifen Induction 
CA1 pyramidal cells were labeled by in utero electroporation of a GFP plasmid in NEX-
Cre mice as described previously (Chacón et al., 2012; Fazzari et al., 2010). 

Tamoxifen was dissolved in corn oil (10 mg/ml) at 37°C with constant agitation. 
Chandelier cells were labeled by intra-gastric tamoxifen injections of P2 post-natal 
Nkx2.1CreERT2;RCE mouse pups at a dose of 1mg/10g of body weight. 

Quantitative real-time PCR 
Total RNA was extracted from mouse hippocampi using TRIzol reagent (Invitrogen) 
followed by DNAse I treatment (Promega). cDNA synthesis was performed using the 
SuperScript IV First-Strand Synthesis System (Invitrogen) according to the 
manufacturer’s protocol. qPCR was carried out in triplicates on a LightCycler 480 
Instrument (Roche) using SYBR Green PCR Master Mix (Roche). Normalized mRNA 
levels for Bcan1 and Bcan2 relatively to those of Syt2 or Gfap were calculated using the 
comparative CT method. The sequences of qPCR primers were as follows: Bcan1 (Fw: 
CTATGTTTGCCAGGCTATGGG GG, Rv: TGCCTCCTCCCAACTCCTTCGTG), Bcan2 
(Fw: GTCCTGGCAGGCACCTC AGTG, Rv: GCATTGAGCCTTCAGCAGAA TTAC), 
Syt2 (Fw: ACGTGCCCACAGCTGG GAAGCTC, Rv: GTCTCTTACCGTTCT 
GCATCAGG), Gfap (Fw: GGGACAACTTTGCACAGGACCTC, Rv: 
GGTGGCTTCATCTGCCTCCT GTC). The activity-dependent gene Npas4 (Fw: 
TTCAAGCCAAGCATGGAGGCTGG, Rv: TAGCTGCTGGCGGAGGCTCC AGG) 
(Bloodgood et al., 2013), was used to confirm the increase in activity in the enriched 
environment experiment. 

Epilepsy human samples 
Frozen postmortem brain tissue from individuals with epilepsy and controls was kindly 
supplied by the MRC London Neurodegenerative Diseases Brain Bank. Control brains 
were from individuals with no history of epilepsy or psychiatric disease. The use of 
human sections was covered by ethics approval granted to the London 
Neurodegenerative Diseases Brain Bank. For biochemical analysis, 50 μg of tissue from 
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the CA1 region of the hippocampus were homogenized in lysis buffer and processed 
following Western blot procedures as described above. 

Behavioural procedures 
Animals were maintained under standard, temperature controlled, laboratory conditions 
and kept in 12 hours light-dark cycles with ad libitum access to food and water with the 
exception of the rewarded alternation test. For all behavioral tests, mice were housed 
singly and assessed during the light phase of the day. 

Enriched environment. C57BL/6J male mice were housed together for 4 days (8-
week old mice) or 1 month (4-week old mice) in an enrichment cage composed of 
colored tunnels, mazes, climbing materials, and tilted running wheels (Marlau Cage, 
ViewPoint Behavior Technology). Controls were age-matched littermates housed in 
standard conditions. 

Morris Water Maze. Testing of 8-12 weeks old C57BL/6J (n = 10) was performed in 
a 130-cm pool filled with milky water, surrounded by four different objects placed as 
reference cues onto white curtains. A circular escape platform (10 cm diameter) was 
submerged 0.5 cm below the water surface. Mice were trained to find the platform during 
four trials a day, with inter-trial intervals of 5 minutes spent in their home cage. During 
training, mice were released from pseudo-randomly assigned start locations; they were 
allowed to swim for up to 60 seconds, when they were manually guided to the platform 
in the case of failures. Performance was scored as the average latency to find the 
platform in the four consecutive trials each day. On the last day, the reference memory 
was assessed as fraction of time spent in the target quadrant during one full trial (60 
seconds) upon removal of the escape platform. Swim controls (n = 8) were age-matched 
mice that were allowed to swim in the pool without escape platform, in a comparable 
training regime (four trials per day; inter-trial intervals of 5 minutes). For swim controls, 
trial durations for each day were adjusted to average values of training animals. Trials 
were tracked using EthoVision software (Noldus Information Technology). 

Rewarded alternation task in T-maze. Mice were maintained on a restricted feeding 
schedule at 85% of their free-feeding weight. Spatial working memory was assessed on 
a continuous black T-maze consisting of a start arm (60 x 10 cm), two identical goal 
arms (35 x 10 cm) and two return arms (90 x 10 cm), surrounded by a 14 cm high wall. 
Light sources in the room were adjusted in order to have the same light intensity in every 
arm of the maze (20 LUX) and the maze was surrounded by various prominent distal 
extra-maze cues. The mice were habituated to the maze and to drinking condensed milk 
pellets over two days for 8 minutes every day. After habituation, animals were pre-
trained daily over several days until the consumption of the reward reached minimum 
80%. Each pre-training daily session consisted of 4 trials and mice were run one trial at 
a time with an inter-trial interval (ITI) of approximately 10 minutes. During the pre-
training, one milk pellet was available at the end of the two goal arms as reward and 
mice were allowed to consume the reward from both arms. For spatial nonmatching- to-
place testing, mice were assessed in a counterbalanced order and each trial consisted 
of a sample run and a choice run. On the sample run, the mice were forced either left or 
right by the presence of a door, according to a pseudorandom sequence (with equal 
numbers of left and right turns per session, and with not more than two consecutive 
turns in the same direction). A reward consisting of one milk pellet was available at the 
end of the arm. The time interval between the sample run and the choice run was 
approximately 15 seconds. The animal was rewarded for choosing the previously 
unvisited arm (that is, for alternating). Criterion point for a correct trial was that the whole 
animal (including the tip of the tail) entered the rewarded arm. Maze was cleaned 
between trials to avoid any potential odor cues. Each daily session consisted of 4 trials 
and mice were run one trial at a time with an ITI of approximately 10 minutes. 
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Open field. The open field consisted of a white PVC enclosed arena (70 x 70 x 30 
cm) under uniform lightning conditions (20 LUX). The arena was delimited into two 
regions using the EthoVision software: an outer zone and an inner zone, a central 
square area of 35 x 35 cm equidistant from the walls. Mice were placed individually into 
one corner of the arena facing the sidewalls and were allowed to explore for 10 minutes. 
The time spent, velocity and total distance moved were recorded and video-tracked 
using EthoVision software. 

Novel object recognition task. The object recognition task took place in the open 
field apparatus. Mice were individually habituated to the arena for two days. During the 
training session, two identical objects A1 and A2 were placed into the open field at 20 
cm from the walls and the mouse was allowed to explore for 10 minutes. On the short-
term memory (STM) testing trial, after an ITI of 5 minutes spent in the home cage, the 
animals were placed back into the open field, where one of the familiar objects was 
replaced by a novel object B, and allowed to explore freely for 10 minutes. The position 
of the novel object (left or right) was randomized between each mouse and each group 
tested. On the long-term memory (LTM) testing trial (24 hours after the STM testing 
trial), mice were allowed to explore the open field for 10 minutes in the presence of two 
objects: the familiar object A and a second novel object C. The novel object (B or C) was 
randomized in the STM or LTM sessions between each mouse and each group tested. 
All objects presented similar textures and sizes, but distinctive shapes and colors. 
Between trials, the objects were washed with 1% Anistel® solution to avoid the use of 
odor cues. The mice did not show any object preference before trials. Exploratory 
behavior was videotaped and video-tracked with the EthoVision software and it was 
measured post hoc using two stopwatches to record the time spent exploring the objects 
during the experimental sessions. A 20 seconds criterion of total exploration (or 10 
minutes/session when the criterion was not reached) was used to score exploratory 
behavior. Object exploration was assessed only if the total time of exploration for each 
mouse was higher than 5 seconds in the training session. Exploration was scored 
whenever the mouse sniffed or touched the object while looking at it (i.e., when the 
distance between the nose and the object was less than 2 cm). Climbing onto the object 
(unless the mouse sniffed the object it had climbed on) did not qualify as exploration. To 
measure recognition memory, a discrimination index (DI) was calculated as the 
difference in exploration time between the novel and familiar objects, divided by the total 
time spent exploring both objects [(novel arm – familiar arm) / (novel arm + familiar 
arm)]. 

Spatial novelty preference in a Y-maze. Spatial novelty preference was assessed 
as described previously (Bannerman et al., 2008; Sanderson et al., 2009). Briefly, the 
spontaneous spatial novelty preference test was conducted using an 8 arm radial maze 
made from transparent Perspex with arms of 22 x 7 x 20 cm. The maze was placed into 
a room containing a variety of extra-maze cues. Mice were assigned two arms (“start 
arm” and “familiar arm”) while the entrance to the third arm (the “novel arm” during the 
subsequent test phase) was blocked off with a black door. Allocation of arms (familiar 
and novel) to specific spatial locations was counterbalanced within each experimental 
group. During the exposure phase mice were allowed to explore the two arms for 5 
minutes in the one trial exposure test or for 2 minutes five times, spaced by an ITI of 1 
minute in the home cage, in the incremental training test. The mouse was then removed 
from the maze and returned to its home cage for a 1-minute interval between the 
exposure and test phases. During the test phase, mice were placed at the end of the 
start arm and allowed to explore all three arms for 2 minutes. An entry into an arm was 
defined by a mouse placing the forepaws inside an arm. Similarly, a mouse was 
considered to have left an arm if the forepaws were placed outside the arm. Exploratory 
behavior was videotaped and video-tracked with the EthoVision software and the 
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number of entries and the time that mice spent in each arm were recorded manually. For 
the test phase, a discrimination index DI = [novel arm – familiar arm] / [novel arm + 
familiar arm] was calculated for both arm entries and time spent in arms. 

Ecto-Fc tandem mass spectrometry 
The Ecto-Fc MS experiment was performed by Joris de Wit & Jeff Savas at the VIB 
Center for the Biology of Disease, K.U. Leuven as described previously (Savas et al., 
2014). Briefly, the Bcan1 sequence described above was cloned into an Ecto-Fc plasmid 
as described previously (Savas et al., 2014) and the purified Ecto-Fc-BCAN2 or the 
Ecto-Fc only as a control were mixed with detergent-solubilized whole-brain homogenate 
from 3- to 4-week-old rats. The resulting complexes were purified by affinity 
chromatography and bound proteins were then analyzed by tandem mass spectrometry 
(MS/MS). The resulting list of putative binding partners was ranked by spectral counts 
and only proteins with a spectral count higher than 2 were considered for further 
analysis. The list was then filtered by eliminating known MS/MS contaminants (Weber et 
al., 2012) and proteins that copurified with the Fc protein alone as described previously 
(Savas et al., 2014). 

 

Maternal separation and oxidative stress analysis 
An unpredictable maternal separation (UMS) procedure was used. Pups were separated 
from the mothers at different times during the day for 4h daily on post-natal day (PND) 1 
to PND 6 and for 6h on PND 7 to PND 14. During the separation, all pups were placed 
together in a heat-block at 37°C. 

Quantification of the fluorescence intensity levels of 8-oxo-dG in Bcan-/- and wild-
type mice subjected or not to maternal separation (MS) was performed in ImageJ. The 
outline of the cell body was manually drawn and a raw intensity was automatically 
calculated. An identical outline was used to measure the background fluorescence (i.e. 
in regions devoid of somata or fluorescence) and the final intensity value was calculated 
as the subtraction between the raw intensity and the background. 

Statistical analysis 
All statistical analyses were performed using GraphPad Prism 6 (GraphPad Softwares) 
or SPSS (IBM Corp) softwares. Unless otherwise stated, parametric data were analyzed 
by t-test or one-way ANOVA followed by the Sidak or Tukey post hoc analysis for 
comparisons of multiple samples. Non-parametric data were analyzed by the Mann-
Whitney rank sum test or Kruskal-Wallis one-way analysis of variance on ranks followed 
by the Dunn post hoc analysis for comparisons of multiple samples. Probability 
distributions were compared using the Kolmogorov-Smirnov test. P values <0.05 were 
considered statistically significant. Data are presented as mean ± SEM. 
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1) Different subpopulations of developing GABAergic neurons exhibit cell-specific 

molecular signatures underscoring a differential usage of related molecules across 
individual maturing interneuron subtypes. 
 

2) Analysis of interneuron subtype-specific transcriptional dynamics between two close 
stages of early synaptic wiring revealed a subtype-specific upregulation of genes that 
specify various critical cellular properties. 
 

3) Tightly regulated cell-type specific molecular programs support interneuron early wiring 
and underlie the specification of their different patterns of connectivity. 
 

4) FGF13, LGI2 and CBLN4 are selectively and correspondingly expressed in chandelier, 
PV+ basket and SST+ cells and regulate the development of axo-axonic, somatic and 
dendritic inhibitory synapses, respectively. 
 

5) In particular, FGF13 is expressed in all chandelier cells, is upregulated during 
development, and is responsible for the morphological differentiation of chandelier cells 
by controlling chandelier axonal arbor, cartridge and bouton formation. 
 

6) The perineuronal net protein Brevican is expressed by only one interneuron type: a large 
fraction of PV+ basket cells, and confers them with specific cellular and synaptic 
properties. 
 

7) Brevican is located at the excitatory synapses contacting PV+ cells where it regulates 
GluA1 trafficking and synaptic AMPA receptor composition to promote the stabilization 
and maturation of the excitatory inputs. 
 

8) By regulating the localization of voltage-gated potassium channels, Brevican endows 
PV+ basket cells with distinctive intrinsic properties: Brevican-expressing PV+ cells are 
less excitable but more efficient when recruited. 
 

9) Brevican expression is dynamically regulated by activity and by experience-dependent 
plasticity in vivo and its cell-autonomous function in PV+ cells is required for normal 
learning and memory. 
 

10) An activity-regulated protein orchestrates cell-specific molecular programs to regulate 
the maturation of excitatory afferents onto PV+ interneurons and their properties during 
development but also dynamically gates their function in the adult, thereby facilitating 
appropriate behavioral responses to experience. 
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CONCLUSIONES (Spanish) 
 

1) Diferentes subpoblaciones de neuronas GABAérgicas muestran, durante el desarrollo, 
improntas transcripcionales específicas que subyacen a un uso diferencial de moléculas 
relacionadas con la formación de los circuitos neuronales. 
 

2) El análisis de la dinámica transcripcional de los subtipos específicos de interneuronas entre 
dos etapas cercanas del desarrollo neuronal reveló que los genes que especifican varias 
propiedades celulares críticas aumentan su expresión durante estas etapas. 
 

3) Los programas moleculares específicos de cada tipo de célula apoyan la formación 
temprana de las interneuronas y subyacen a la especificación de sus diferentes patrones de 
conectividad. 
 

4)  FGF13, LGI2 y CBLN4 se expresan de forma selectiva y correspondiente en células 
candelabro, PV+ y SST+ y regulan el desarrollo de sinapsis inhibitorias axo-axónicas, 
somáticas y dendríticas, respectivamente. 
 

5) En particular, FGF13 se expresa en todas las células candelabro, aumenta su expresion 
durante el desarrollo, y es responsable de la diferenciación morfológica de dichas células 
controlando el desarrollo del árbol axonal y la formación de sinapsis. 
 

6) La proteína perineuronal Brevican se expresa exclusivamente en una fracción de células 
PV+ y les confiere propiedades celulares y sinápticas específicas. 
 

7) Brevican se localiza en las sinapsis excitatorias en contacto con las células PV+ donde 
regula el tráfico de GluA1 y la composición sináptica de los receptores AMPA para promover 
la estabilización y maduración de las sinapsis excitatorias. 
 

8) Mediante la regulación de la localización de canales de potasio, Brevican confiere 
propiedades intrínsecas distintivas a las células PV+: las células PV+ que expresan 
Brevican son menos excitables pero más eficientes cuando son reclutadas. 
 

9) La expresión de Brevican está regulada dinámicamente por la actividad y la experiencia in 
vivo y su función de especificidad en dichas células PV+ es necesaria para que haya 
aprendizaje y memoria reglamentarias. 
 

10) Una proteína regulada por actividad dirige programas moleculares específicos para regular 
la maduración de los aferentes excitatorios en las interneuronas PV+ y sus propiedades 
durante el desarrollo, pero también regula dinámicamente la función de dichas interneuronas 
en el adulto, facilitando así las respuestas conductuales apropiadas a la experiencia. 
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