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No importa la rima 

no hay que contar sílabas. 
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los demás luego, 
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que bajo un negro cielo 
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el fin de lo convencional. 

 

A los fracasos sentados 

en la barra de un bar 

que en nada quedan 

cuando la mano levanta el vaso 

y la risa, entre amigos, 

se abre paso. 

 

Al sí rotundo 

sin reproches 

de todos los que conmigo 

compartieron ese mundo, 

el de la oscuridad y la noche. 
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RESUM 

 

 

El cos callós es la major comissura del cervell dels mamífers placentaris. Els axons 

callosos realitzen una contribució fonamental al funcionament del còrtex cerebral al 

permetre la comunicació interhemisfèrica, principalment entre regions homotòpiques 

contralaterals. En aquest treball, hem investigat la influència de les neurones de projecció 

callosa de les capes 2/3, el subtipus més abundant, als circuits del còrtex retrosplenial, 

una regió involucrada en la cognició espacial y contextual. 

 Les nostres dades indiquen que aquesta via corticocortical projecta, 

específicament, sobre les neurones piramidals de capa 2/3 i les grans piramidals amb 

projeccions extratelencefàliques de descàrrega en ràfega que es situen a la part superficial 

de capa 5B. Per contra, les neurones piramidals de tamany mitjà de les capes 5A, 5B i 6, 

i les grans piramidals de la part profunda de la capa 5B responen de manera residual, tant 

a l’entrada excitatòria callosa directa com a la inhibició associada.  

 A banda, demostrem que l’entrada callosa té un efecte contrari a les seues dianes 

principals: suprimeix l’activitat de les neurones contralaterals de capa 2/3, mentre que 

recluta les grans piramidals de capa 5B. Aquesta diferència depén, en primer lloc, d’una 

major convergència d’axons callosos excitadors sobre les segones. A més, posem de 

manifest l’existència d’una dependència laminar en la dinámica de reclutament de les 

interneurones de descàrrega ràpida (FS per les sigles en anglés) en resposta a l’entrada 

callosa, que també afavoreix el comportament oposat d’ambós tipus neuronals. A les 

capes superficials, les interneurones FS són reclutades de manera directa per l’excitació 

callosa, i actuen inhibint a les neurones piramidals superficials de forma potent i ràpida, 

reduïnt sensiblement la probabilitat d’aquestes últimes d’arribar a l’umbral de descàrrega. 

En canvi, a capes més profundes, la resposta de les interneurones FS es moderada, i el 
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seu reclutament també requereix l’entrada excitatòria de les grans piramidals de capa 5B, 

que disparen previament a aquestes per l’efecte excitador dominant dels axons callosos.  

 Concluïm, per tant, que les neurones piramidals superficials i de descàrrega en 

ràfega de capa 5B formen un subxarxa que integra ambdós àrees retrosplenials 

contralaterals, i que es troba aïllada, almenys parcialment, de xarxes locals en la que 

participen els altres tipus de neurones piramidals mencionats. A més, aportem resultats 

novedosos respecte a l’organització laminar dels circuits corticals inhibidors, dels quals 

es deriven implicacions directes sobre les estratègies de codificació implementades per 

les neurones superficials i profundes. Finalment, discutim aquestos resultats en el context 

del coneixement actual de la fisiología dels circuits corticals. 
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SUMMARY 

 

 

The corpus callosum is the largest commissure in the brain of placental mammals. 

Callosal axons exert a major contribution to cortical function by mediating 

interhemispheric communication, mainly between homotopic contralateral regions. Here, 

we have studied the influence of superficial callosal projecting neurons (CPNs), the most 

abundant subtype of CPN, in the entire columnar extension of the retrosplenial cortex, a 

region involved in spatial cognition and context recognition.  

 Our data indicate that this form of cortical input specifically targets superficial 

pyramidal neurons and the large bursting extratelencephalic-projecting pyramidal 

neurons in upper layer 5B.  In contrast, the medium-size pyramidal neurons in layers 5A, 

5B and 6 and the large pyramidal neurons from lower layer 5B remained largely 

unresponsive, both to the direct callosal excitatory input and to PV-FS dependent 

inhibition.   

 The effect of callosal input on their two main contralateral targets was opposed, 

suppressing the activity of layer 2/3 pyramidal neurons and potently recruiting the large 

pyramids of layer 5B. A larger convergence of callosal axons on the latter and the large 

responsiveness of superficial parvalbumin-expressing fast-spiking interneurons (PV-FS), 

which potently inhibit pyramidal neurons in layers 2/3, explain the differential 

recruitment of both pyramidal subtypes. In addition, we demonstrate a laminar 

dependence in the dynamics of PV-FS recruitment by callosal input. While PV-FS cells 

in superficial layers are directly recruited by callosal excitation, acting on superficial 

pyramidal neurons in a feed-forward manner and markedly reducing their opportunity to 

reach the firing threshold, those PV-FS neurons from deeper layers only weakly respond 
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to callosal input, but require the previous activation of the surrounding large bursting 

pyramidal neurons to fire an action potential.  

 Overall, our data suggests that superficial and bursting pyramidal neurons with 

subcortical projections from upper layer 5B form an integrated subnetwork across 

contralateral retrosplenial areas, and that this is, at least partially, isolated from 

microcircuits including other pyramidal subtypes. In addition, we also provide new 

insights in the organization of cortical inhibitory networks across layers with relevant 

implications in the coding strategies of superficial and deep pyramidal neurons. A 

discussion of these results in the context of our current understanding of the general 

principles of cortical function is also provided.  
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INTRODUCTION 

  

In this introduction I provide a brief summary of (what I know about) isocortical circuits, 

with emphasis in the functional implications of its architecture. First, I discuss their 

origin, as often, evolutionary aspects provide interesting cues to interpret biological 

phenomena. I then proceed with an historical overview on the general principles of 

isocortical architecture (lamination, regionalization and columnar organization), followed 

by a short discussion of the connectivity rules between the diverse neurons of the 

isocortex, both at the local and long-range levels. Finally, I review the issue of 

interhemispheric connectivity across the corpus callosum. 

  

Hypothesis on the origin and evolution of the isocortex   

The isocortex develops from the dorsalmost area of the pallium, in the roof of the 

telencephalic vesicle (Puelles et al. 2013). In mammals, this region undergoes a great 

surface expansion, becoming the largest nervous center of the brain. Despite the existence 

of remarkable structural commonalities with other pallial centers, including the 

hippocampal formation and the piriform cortex, the isocortex can be easily distinguished 

from them by a more complex arrangement in six layers (Lewis 1880, Brodmann 2006). 

The special character of this architecture is reflected in the current controversy regarding 

its evolutionary origin, a topic I briefly discuss below. 

 Our closest extant relatives, the modern (non-avian) reptiles, diverged from our 

lineage about 300 million years ago. Nevertheless, as in mammals, the reptilian pallium 

can be divided in three major segments (Puelles 2001, Naumann et al. 2015): (a) a lateral 

olfactory cortex, receiving direct projections from the main olfactory bulb (piriform 

cortex), (b) a medial limbic cortex (hippocampus) and (c) an intermediate region, which, 

in contrast with mammals, not only has a cortical domain, the reptilian dorsal cortex, but 
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also a nuclear region protruding from the pallial surface close to the ventricle, the anterior 

dorsal ventricular ridge (ADVR). Similarly to the isocortex, the dorsal cortex and the 

ADVR of reptiles are largely occupied by modality-specific sensory areas, including 

gustatory, visual, somatosensory and auditory domains (Donkeelar 1998). Of particular 

interest is the reptilian dorsal cortex, which position and structure noticeably resembles 

those of the mammalian isocortex. In fact, it is often assumed that the stem amniote had 

a three layered cortex with a similar organization to the reptilian dorsal cortex, being the 

mammalian isocortex, and also probably the ADVR, apomorphic characters. 

 The reptilian dorsal cortex has a monolayer of glutamatergic excitatory pyramidal 

neurons which send their apical and basal spiny dendritic trees to the upper and lower 

scarcely cellular layers, respectively; in addition, a diversity of stellate gabaergic 

inhibitory interneurons are disposed in the three layers of the cortex (Connors and 

Kriegstey 1986). Local reciprocal connections are established within these pyramidal 

neurons, which also have distal intra and extracortical projections. Additionally, several 

neuromodulatory inputs from the brainstem (cholinergic, adrenergic, serotonergic…) and 

modality-specific sensory input from glutamatergic thalamic afferents reach the outer part 

of the upper molecular layer, exciting both the pyramidal and the stellate cells, which in 

turn inhibit the formers (Reiner 1993, Ulinski 2007). In general, these scheme also applies 

for the mammalian cortical circuits.  

 A relevant question is how a monolayer of pyramidal neurons became the five 

pyramidal layers of the mammalian neocortex. An answer to this may come from 

comparative studies on the neurogenic compartments of the developing telencephalon. In 

all amniotes, cortical excitatory neurons are produced by progenitors that divide along 

the ventricular surface (Rakic 1971 and 1972) a region called the ventricular zone (VZ). 

However, in mammals, cortical excitatory neurons are also produced in the subventricular 
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zone (SVZ), a zone superficial to the VZ. Recent work suggests that this neurogenic 

niche, mostly absent in non-avian reptiles, importantly contributes to the production of 

superficial pyramidal cells in the mammalian isocortex (Cheung et al. 2007). 

Interestingly, the SVZ has been described in other telencephalic regions that, as the 

isocortex, undergo a prominent expansion phase during development, including the avian 

pallium (Nomura 2016). Following this view, it is often assumed that deep isocortical 

layers (layers 5-6) constitute the pleisomorphic character of the cerebral cortex, while the 

incorporation of superficial pyramidal neurons (layers 2-4) is a mammalian innovation. 

If this was correct, it becomes of major significance to determine which functional 

novelties were incorporated with superficial neurons.  

 Two other relevant differences exist between both structures. One is the presence 

of areas directly implicated in motor control in the mammalian cerebral cortex, a function 

mediated through the corticospinal and corticobulbar projections emerging from the large 

pyramidal neurons of layer 5; these areas are missing in the reptilian pallium, whose 

influence on motor control is indirect and depends on the cortical projection to the 

striatum (Donkelaar 1998). In fact, in reptiles, the striatopallidal complex and not the 

cortex itself is the main output of the telencephalon. Then, one must consider that even if 

isocortical deep layers are homologous to the pyramidal layer of the dorsal cortex of the 

reptilian brain, both entities must have diverge during the course of evolution.  

 Additionally, in the reptilian brain, topographically-organized sensory maps are 

restricted to mesencephalic levels (there is only a non-topographic or just crude 

topographic order in the cortical projections from the subcortical sensory centers), while 

already in extant primitive mammals those homologous projections are highly 

topographical (Allman 1990). Speculating on the reasons for this difference, one wonders 

if the surface expansion of the cerebral cortex, and the appearance of the numerous and 
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smaller pyramidal cells in superficial layers of the mammalian isocortex were necessary 

conditions for the establishment of more specific sensory projections. 

 

An old structural scheme for the isocortex: layers, regions and columns 

The term isocortex was introduced by Vogt to reflect its homogeneity, clearly contrasting 

with the larger structural variability of the allocortical structures (the hippocampal 

formation and the piriform cortex). In this sense, the isocortex is characterized by three 

structural constancies common to all mammals: (1) in the horizontal dimension, neurons 

are arranged in layers and the layer identity of a given cell determines many of its 

morphological and physiological features; (2) regional discontinuities exist, reflecting the 

differential laminar organization, size, density and distribution of neurons and (3) in the 

radial dimension, neurons are stereotypically interconnected forming what many have 

interpreted as unitary functional columns. 

 

Lamination of the isocortex 

As neurogenesis advances, new pools of pyramidal neurons are formed and travel radially 

from the periventricular surface to their final destination, close to the pia (Rakic 1971, 

1972). In the mammalian isocortex, this migration follows an inside-out pattern, this is, 

those pyramidal neurons from deeper layers are formed and reach their destination before 

those in superficial layers, which will have to travel through the former to reach their final 

position (Rakic 1974). During this process, heterogeneous genetic programs and 

environmental conditions (including afferent systems) exist for those neurons generated 

asynchronously, explaining the variability in the pyramidal types across the cortical 

depth.  
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 As a consequence of this developmental program, the laminar patterning of the 

isocortex is easily recognizable. Our current golden-standard six-layer model for the 

isocortex is quite old (Lewis 1880), and was based on classical histological staining 

techniques. What is more difficult to reach is a generalizable consensus regarding the 

identity of such layers. Cajal disagreed with the idea of a general six-layer scheme for all 

mammalian species, defending that a different degree in the complexity of the isocortical 

lamination could be distinguish across mammalian orders (referred in Brodmann 2006). 

In primates, superficial layers are relatively thicker than in rodents, in which deep layers 

are relatively larger (Hustler et al. 2005). It has been suggested that in larger brains, where 

a large diversity of areas appear, there is a concomitant need to increase corticocortical 

communication, and this may have exert a positive selective pressure on superficial 

layers, which are responsible of the majority of the communication between different 

cortical areas (Rockel et al. 1980). Sublaminar differentiation also exists, with different 

degrees of complexity across mammalian species, for instance in the case of layer 4 of 

primary visual cortex (Brodmann 2006). 

 Overall, cortical layers should not be considered as clearly defined compartments 

formed by homogeneous neuronal populations, as pyramidal neurons with diverse 

morphological, hodological, electrophysiological and functional properties coexist within 

the boundaries of each single layer (Mólnar and Cheung 2006, Thomson 2010, Yamashita 

et al. 2013, Kim et al. 2015).  

 

Cortical enlargement and regionalization  

A landmark of mammalian evolution is the massive surface expansion of the cerebral 

cortex, particularly of the isocortex (DeFelipe 2011). However, this was not a 

homogeneous process, but happened independently in several groups, namely in 
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primates, whales and dolphins and elephants. In fact, while in basal mammals, such as 

the hedgehog, the isocortex is similar in size to the allocortical regions, in primates it 

constitutes by far the largest center of the brain (Azevedo et al. 2009). The different 

degree of neocorticalization across mammalian species has been linked, again, to 

differences in neuronal progenitor cell biology. In mammals with larger brains, these cells 

are able to enter more self-sustaining cycles of division, therefore increasing the size of 

the neuronal pool derived from each initial progenitor (Borrel and Reillo 2012, Florio and 

Huttner 2014). 

 Concomitant to the surface expansion of the isocortical sheet was the emergence 

of areas with new or more specific functions. Variations in the cytoarchitecture of these 

areas, this is, in the shape and packing of their neurons and layers, prompted classical 

attempts of cortical parcellation, the most famous of which is Brodmann’s Localisation 

in the cerebral cortex (Brodmann 2006, for a recent study on the parcellation of the 

human cerebral cortex see Glasser et al. 2016). It is believed that in the stem mammal, 

the isocortex was dominated by a basic set of areas containing the limbic structures and 

those allowing for rudimentary sensory and motor processing (Allman 1990). This seems 

to be the case of those extant species that are considered to resemble the primitive 

condition (primitive marsupials such as the Virginia opossum). Already in prosimians, 

the modality-specific primary sensory cortices of primitive mammals are separated by a 

strip of association cortex, and another area of association cortex is present in front of the 

motor cortex (Nieuwenhuys et al. 1998). In primates, both the posterior (parietotemporal) 

association area and the anterior (prefrontal) one are considerably expanded. It seems 

reasonable to think that the enlargement of the isocortex allowed for a more accurate 

representation of the environmental sensorium, which, in combination with the formation 

and progressive expansion of high-order integration centers (unimodal and multimodal 
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association areas), potentiated the behavioral flexibility shown by mammals with larger 

brains.   

 Sensorimotor integrative centers exist all over the vertebrate subphylum. In 

amphibians, sensory processing largely depends on the tectum, the roof of the anterior 

part of the mesencephalum, which it is usually believed to be a visuomotor area, but which 

also receives non-visual sensory input (Donkelaar 1998b). In these animals, the striatum 

also emerges as an important integrative region linking multimodal sensory information 

with motor commands. In reptiles, most of sensory processing is already shifted to pallial 

domains, and as in mammals, the medial cortex (hippocampus) is known to receive 

projections from the other specific sensory areas of the pallium. Birds constitute a branch 

within the reptilian tree, and despite they lack cortical domains, their pallium is very well 

developed into different nuclear centers. Interestingly, the avian pallium is similarly 

organized to the mammalian isocortex. It also comprises primary target areas of the three 

major sensory systems (visual, auditory and somatosensory), which are surrounded and 

strongly interconnected with secondary areas; contains a primary output (motor) area and 

a large region of substantial integration defined by massive intrahemispherical 

connections with primary and secondary sensory areas on one side, and output areas on 

the other side, similarly to the mammalian prefrontal cortex (Rehkamper et al. 1991, 

Shanahan et al. 2013). Therefore, the same strategy of regional differentiation has been 

followed in the avian and mammalian telencephalon. In addition, a recent study indicates 

that parrots and corvids, despite having smaller brains, contain comparable amounts of 

neurons in their forebrains than larger primates (Olkowicz et al. 2016). Both mammals 

and birds are thought to excel in their cognitive abilities over other vertebrates. The fact 

that in both cases the pallium is well-developed following a similar plan and that a 
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comparable amount of neurons can be found in their forebrain reinforces the idea that 

cognition is largely dependent on this set of telencephalic structures. 

 

Modularity of cortical circuits 

Classical studies on lamination and regionalization did not study the complete 

morphology and the pattern of dendritic and axonal branching of single neurons, 

precluding any kind of functional interpretation based on microconnectivity. For these 

reasons, it has been indicated that this approach was like making a “road map without 

roads” (Valverde 2002). It was Santiago Ramón y Cajal who started the description of 

the cortical microcircuits by means of a powerful technique, the Golgi staining. With it, 

the dendritic and axonal arborizations of the intrinsic cortical neurons and the afferent 

fibres could be revealed in fine detail, allowing neuromorphologists to start scratching, 

still very superficially, the intricate mazes of cortical circuits. Cajal’s disciple Lorente de 

Nó, applying the same approach, proposed the existence of a unifying columnar principle 

in the structure of local cortical circuits (Lorente de Nó 1938). According to him, it 

consisted on the vertical arrangement of the neuronal elements needed to carry a nerve 

impulse to the cortex, process it, and sent it back to another cortical or subcortical region. 

He also indicated that this principle could not be generalized in their fine details, as the 

neuronal types and their connectivity rules were variable across columns of different 

cortical regions. 

In the late 50s, during the course of in vivo electrophysiological recordings in the 

somatosensory cortex of the anesthetized cat and monkey, Mountcastle observed neurons 

similarly tuned for their specific stimulus modality and peripheral receptive fields when 

the recording microelectrode was radially advanced through the cortical depth, but not 

when moved tangentially (Mountcastle 1957). This is the consequence of the 
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topographical disposition of the sensory afferents to the mammalian neocortex already 

noticed by Lorente de Nó. Very soon, similar results were obtained in the cat and monkey 

striate cortex by Hubel and Wiesel (Hubel & Wiesel 1963, 1968).  

Two additional approaches reinforced the idea of the vertical bias in cortical 

architecture. Absolute neuron counts in radial volumes of cortical tissue from the pial 

surface to the underlying white matter revealed the constancy of neuron number across 

several cortical regions (frontal, motor, somatosensory, parietal, temporal) and species 

(mouse, rat, cat, monkey and human), with the only exception of the primate striate 

cortex, where the constant amount of neurons was increased 2.5-fold (Rockel et al. 1974 

and 1980). This observation deserved the scepticism of many (Rakic 2008), and still 

recently, conflicting studies appear regarding this issue (Herculano-Houzel et al. 2008, 

Collins et al. 2010, Carlo and Stevens 2012). In parallel to this, Rakic’s studies on monkey 

corticogenesis showed that the adult columnar disposition of the isocortex was the 

reflection of the organization of the neuroepithelium during developmental stages, in 

which the precursor cells located in the ventricular zone were already divided by glial-

septa into well-defined columns (Rakic 1971, 1972). According to this model, each group 

of separated precursor cells, the proliferative unit, gives rise to a cohort of neurons that 

migrate in succession along the same radial glial guides, therefore adopting a close 

position in the postnatal cortex. In this way, all the postmitotic neurons coming from the 

same proliferative unit constituted an ontogenetic column.  

Deeply influenced by the diversity of sources pointing to a vertical bias in the 

microstructure of the isocortex, Mountcastle presented his hypothesis on the columnar 

organization of neocortex in an influential essay entitled “An organizing principle for 

cerebral function: the unit module and the distributed system” (Mountcastle 1978). In his 

proposal, the cortical column was described as a large processing and distribution unit 
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with diameters of 500-1000µm, with the potential to represent many variables submapped 

in irreducibly smaller units, the minicolumns. Many neuroscientists have adopted this 

hypothesis as a comfortable axiom from which interpreting cortical function (Markram 

et al. 2015). As already mentioned, several variables can be distributed in a columnar 

fashion within cortical circuits, particularly in sensory areas where the topographic 

organization of ascending inputs may become a major determinant, but also in motor and 

association domains (Goldmann and Nauta 1977, Georgopoulos et al. 1982 and 2007).  

Others interpret cortical modularity not as a functional unifying principle, but as 

an epiphenomena imposed by morphological and developmental constraints, and not 

necessary following a columnar fashion (Purves et al. 1992, Horton and Adams 2005). 

The iso-oriented columns of primary visual cortex of cat (Hubel and Wiesel 1963) and 

macaque (Hubel and Wiesel 1968, Blasdel GG 1992) have been claimed not to exist in 

the rodent brain, where neurons with different orientation tuning to visual stimuli are 

intermingled, following the so-called salt and pepper distribution (Lee et al. 2016, but 

see Ringach 2016). The horizontal expansion of dendritic and axonal arbours of the many 

cellular constituents of the cortical circuit can surpass the proposed extension of the 

theoretical column, contributing to the formation of cortical representations that exceed 

the vertical bias (Narayanan et al. 2015). Indeed, it has been argued that the contribution 

of neuronal input arising from the surrounding (external to the putative column) 

quantitatively dominate the columnar connectivity (Boucsein et al. 2011) 

 Additionally, Mountcastle’s initial proposal also included the universality of the 

columnar function, this is, that cortical columns across cortical areas and species had the 

same function. In a recent formulation of his ideas, this point was totally rejected: “…the 

processing chains are not everywhere identical [...] the differences in afferent input are 
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convolved with different intrinsic operations in different cortical areas to produce what 

we call different functions” (Mountcastle 2003).  

 The debate between those focusing in the variability (splitters) and those 

supporting the universality of the cortical processing (lumpers) is still on (Nelson 2002). 

In my opinion, it seems obvious that some general rules may apply to the organization of 

cortical circuits. In line with this, Douglas and Martin have proposed the existence of a 

canonical circuit for the isocortex (Douglas & Martin, 2010), a term which has been 

widely adopted, and intelligently skips the anatomical limitations of the columnar 

hypothesis. Of course, this is not to say that functional diversity has not imposed some 

degree of circuit specialization (as an example of the divergent organization of different 

cortical areas see Watkins et al. 2014). I will discuss the general plan of local cortical 

circuits in the following section. 

 

The neighborhood: local circuits in the isocortex 

When studying local cortical circuits, there are two immediate issues that seem easily 

resolvable, the first regarding the diversity of cell types and the second, which relays on 

the first, the hodological relationship between them. Diversity can be studied according 

to several rules (morphological traits, genetic/transcriptomic analysis, molecular marker 

expression, electrophysiological properties, input/output organization…). An exhaustive 

consideration of all these properties can lead to the useless conclusion that each neuron 

is one cell-type. Despite the existence of intralayer diversity, a reasonable starting point 

for the hodological analysis of the cortical local circuits is layer identity. I will first 

consider the excitatory population. 
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An excitable skeleton: pyramidal connectivity in local circuits 

Fueled by the work of Hubel and Wiesel, the cat visual cortex initially became the model 

system to study the intrinsic organization of local cortical circuits (for a relatively recent 

study in this area see Bizegger et al. 2004). Other primary sensory regions have also 

received strong attention, particularly in rodents. The discovery of the fine somatotopy of 

the rodent whisker system (Woolsey & van der Loose 1970) explains why the barrel 

cortex of mice and rats became another preferred model for this type of studies. The 

introduction of the patch-clamp technique (Neher and Sackmann 1974), and its 

application to whole-cell recordings in acute cortical slices prompted the demonstration 

of synaptic connectivity between simultaneous recorded pairs or groups of neurons 

(Thomson et al. 1989). This technique has been extensively used in several cortical 

regions and species, greatly expanding our understanding of local cortical circuits 

(Deuchars et al. 1994, Markram et al. 1997, Thomson and Bannister 1998, Feldmeyer et 

al. 1999, Feldmeyer et al. 2002, Feldmeyer et al. 2006, Frick et al. 2008, Lefort et al. 

2009, reviewed in Thomson and Lamy 2007).  

 Overall, these studies, agree in a general one-way processing thalamocortical 

pipeline for cortical local circuits, according to which, layer 4 spiny cells are directly 

thalamorecipient and their response properties are similar in many ways to those of their 

presynaptic thalamic relay cells. These neurons project to layers 2/3, where different 

response properties already emerge, and more complex stimuli are required to evoke a 

response. In turn, these superficial pyramidal neurons project back to layer 5 from where 

a highly processed signal is then sent out to other cortical and subcortical structures 

(Hirsch and Martinez 2006, Thomson and Lamy 2007). In addition, a dense recurrent 

circuit exist in each step, possibly for gain amplification.  
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 Of course, this view is a simplification of the reality. As already mentioned, layers 

are not unified entities, and different pyramidal types exist within the boundaries of single 

layers. In layer 5, at least two main pyramidal types can be distinguished. Thin-tufted 

regular spiking pyramidal neurons with medium size somas, and intratelencephalic 

projections are intermingled with thick-tufted pyramidal neurons with large somas that 

project to extratelencephalic territories and typically fire bursts of action potentials 

(Molnár and Cheung 2006). Layer 6 contains corticothalamic, corticoclaustral and 

corticocortical pyramidal neurons (Thomson 2010), and their role within the cortical 

matrix is still poorly understood.  

 Furthermore, the complexity of local cortical circuits extends far beyond the 

relationships between different subtypes of pyramidal neurons. It is known that 

bidirectional connectivity between pyramidal cells is overrepresented, not only in terms 

of probability but also in terms of unitary EPSP amplitude (Song et al. 2005). Several 

studies show that connected pairs of pyramidal neurons tend to share their inputs from 

other sources, a feature that is not present, or at least in a lesser extent, in unconnected 

pairs, suggesting that within a cortical column, a set of partially segregated subnetworks 

coexist. There is evidence for the existence of such subnetworks in the L4 to L2/3 and 

L2/3 to L2/3 (Yoshimura et al. 2005, Ko et al. 2011, Morgenstern et al. 2016), the L2/3 

to L5 (Otsuka and Kawaguchi 2008) and L5 to L5 pathways (Song et al. 2005). These 

subnetworks are not instated by physical proximity, as the axons and dendrites of neurons 

from different ensembles pass near each other with roughly equal probability to those 

forming functional connections (Lee et al. 2016). In the mouse visual cortex, connection 

probability is elevated for neurons sharing orientation preference, and also for those 

responding similarly to natural movies (Ko et al. 2011). It has been suggested that this 

particular disposition may help to enhance cortical responses to a given input, minimizing 
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susceptibility to noise and prolonging responses, which in turn may facilitate the 

integration of high-order feedback or subsequent inputs (Harris and Mrsic-Flogel 2013). 

 Nonetheless, in my opinion, the major caveat of the serial model of columnar 

processing is that it does not fit with the dynamics of cortical responses. In a mouse barrel 

column, responses in some layer 5 pyramidal neurons to whisker deflections precede 

those evoked on superficial pyramidal cells, and show similar latencies to those in layer 

4 (Constantinople and Bruno 2013, de Kock et al. 2007, Reyes-Puerta et al. 2014). 

Interestingly, in vivo pair recordings of thalamic and cortical neurons demonstrate an 

alternative thalamocortical pathway, with thalamic axons strongly targeting infragranular 

neurons, particularly in layer 5B thick-tufted pyramids (Constantinople and Bruno 2013). 

Moreover, inactivation of layer 4 with lidocaine suppressed sensory evoked responses in 

L4 and L2/3 but not in infragranular layers, where mean PSP amplitude and onset 

latencies were unaltered. These observations suggest the existence of a parallel loop of 

thalamocortical processing bypassing superficial layers (L2-4).  

   

Sculpting cortical activity with inhibition  

Functional units in the mammalian central nervous system are never built exclusively 

with excitatory cells. Positive feedback systems, such as a recurrent network of pyramidal 

neurons, are intrinsically unstable. Cortical inhibition imposes gain control (Isaacson and 

Scanziani 2011, Atallah et al. 2012), increasing the dynamic range of the network by 

reducing the size of the active pool of neurons in response to any biologically relevant 

circumstance. In addition to this, the existence of a balance between synaptic excitation 

and inhibition enhances the temporal resolution of the spiking activity of the pyramidal 

cells (Pouille and Scanziani 2001). Therefore, the existence of inhibition increases the 

spatial and temporal resolution of the neocortical network. Moreover, inhibition has been 



 

27 

 

demonstrated to be necessary to generate many of the rhythms shown by the neuronal 

activity in the cortex (Sohal et al. 2009, Stark et al. 2013, reviewed in Bartos et al. 2007). 

Some argue that these oscillations control the transmission of information across distal 

areas. In this sense, regional synchronization has been proposed as a mechanism to 

explain the unity of sensory experience (Mioche and Singer 1989, Gray et al. 1989). 

Given the fundamental implications of inhibitory neurons in cortical function, it is 

necessary to understand the architecture of these circuits. 

 Inhibition in cortical circuits is mainly provided by local-projecting gabaergic 

neurons. Despite only 15-20% of cortical neurons are inhibitory cells (Lee et al. 2010, Xu 

et al. 2010), the contribution of these neurons to the synaptic activity of the cortex is 

quantitatively more relevant than it may seem. Several factors compensate for their 

relative scarcity: (1) the connection probability between pyramidal and inhibitory neurons 

is higher, in both directions, than among pyramidal neurons (Avermann et al. 2012), (2) 

the strength of the unitary pyramidal to inhibitory neuron connection, at least for some 

types of interneurons, is larger than among pyramidal neurons (Hull et al. 2009). Then, 

even with weak excitatory input, inhibitory neurons can be recruited, and excitatory 

synaptic conductances on cortical neurons are almost synchronically counterbalanced by 

inhibitory input (Gabernet et al. 2005).  

 Classical Golgi studies revealed the existence of many morphological types of 

interneurons. Molecular, morphological and physiological properties have been 

combined to categorize this large diversity (Kawaguchi and Kubota, 1997; for review see 

Markram et al. 2004; Petilla group 2008, Fishell and Rudy 2011). In a recent study, 

parvalbumin (PV), somatostatin (SST) and the ionotropic serotonin receptor 5HT3a were 

shown to label three non-overlapping population of cells corresponding to the entire 

population of gabaergic interneurons in the mouse barrel cortex (Lee et al., 2010). PV+ 



 

28 

 

cells ( ̴ 40% of the whole gabaergic population) and SST+ ( ̴ 30%) neurons are relatively 

more abundant on deep layers (L4 to 6), while 5HT3aR cells ( ̴ 30%) dominate in 

superficial ones (L1 to 3). This seems to be a general landmark of cortical circuits as it 

also applies to frontal and visual areas (Xu et al. 2010). 

 Nonetheless, within each one of these three non-overlapping classes, further 

diversity exists. PV-FS interneurons include perisomatic targeting large and small basket 

cells and axoaxonic chandelier cells (Markram et al. 2004, Petilla group 2008), all of them 

sharing a fast-spiking firing pattern, with narrow spikes, large afterhiperpolarizations, 

high maximal firing frequencies and minimal firing frequency adaptation during 

sustained depolarization. Within the SST+ neurons, the Martinotti cell is the prominent 

cell type, but a diversity of SST+ interneurons with different morphological, 

electrophysiological, genetic and laminar distribution properties have been described (Ma 

et al. 2006). 5HT3aR+ cells are less characterized. Among them, VIP cells are often 

bitufted or bipolar with an irregular or fast-adapting firing pattern. Among non-VIP 

5HT3aR neurons, reelin expressing cells are the majority and include neurogliaform or 

multipolar cells with late-spiking firing patterns (Fishell and Rudy 2011).  

 A fundamental question is whether inhibitory cells establish fine-scale 

subnetworks with their targets. An a priori requirement for specific connectivity is the 

existence of a low connection probability between local random pairs of neurons, which 

is the case for local pyramidal pairs, but pyramidal PV-FS/SST pairs show high 

connection probabilities in both ways (Avermann et al. 2011, Fino and Yuste 2011, for 

examples of PV-FS and SST to pyramidal connectivity, respectively). Accordingly, the 

responses of gabaergic neurons tend to reflect the pooled activity of the surrounding 

population (Kerlin et al. 2010, Bock et al. 2011). This implies that if there exists any kind 

of spatial segregation in the neuronal representation of a given variable, as is the case of 
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the orientation columns in cat primary visual cortex (V1), then a putative interneuron will 

maintain the sensory tuning of its environment. If differentially tuned neurons are 

intermingled, following a salt and pepper distribution, like in mouse V1, then the 

interneuron will be broadly tuned, or not tuned at all (Atallah et al. 2012). Despite some 

studies exist supporting the opposite scenario, according to which there is some kind of 

specific connectivity between pyramidal neurons and some types of interneurons 

(Yoshimura and Callaway 2005), the proposal of a dense and unspecific inhibitory 

connectivity matrix, with proximity as the major determinant of connectivity, is currently 

widely accepted (Fino and Yuste 2011, Packer and Yuste 2011) . 

 In agreement with this hypothesis, the main source of inhibitory input to the 

average pyramidal cell are gabaergic cells from the same layer (Kätzel et al. 2011). 

Nevertheless, the existence of interneurons whose axons travel across layers is well 

documented. A recent report indicates that in mouse primary visual cortex, layer 6 

corticothalamic neurons recruit deep PV-FS interneurons whose axons ramify through 

the entire depth of the cortex, suppressing cortical responses in a columnar manner 

(Bortone et al. 2014). In primary visual and somatosensory areas, but not in primary motor 

cortex, some pyramidal neurons received the majority of their inhibition form other layers 

(Kätzel et al. 2011). In addition, columnar interlaminar excitatory pathways such as the 

dense L2/3 to L5 or the L4 to L2/3 projections, not only provide excitation to principal 

neurons but also to interneurons (Helmstaedter et al. 2008, Apicella et al. 2012).  

 On top of inhibitory-to-excitatory neuron interactions, interneurons also establish 

recurrent connections. PV-FS cells powerfully inhibit other PV-FS neurons while 

providing weak inhibitory input to non-PV-FS interneurons, and SST interneurons avoid 

each other but strongly inhibit all other interneurons populations (Pfeffer et al. 2013). In 

contrast, the VIP-expressing population is known to avoid pyramidal cells. Apparently, 
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their main postsynaptic partners are SST neurons (Pi et al. 2013; Lee et al. 2013; Pfeffer 

et al. 2013). Interestingly, these population seems to fire in response to feedback 

information such as reinforcement signals (Pi et al. 2013) or to motor feedback during 

active whisking (Lee et al. 2013), therefore creating a desinhibitory loop that facilitates 

the generation of plastic associations on pyramidal cells. 

 

Beyond the neighborhood: long-range connectivity in isocortical circuits 

If the description of the high-dimensional local circuit of a 500µm-width cortical column 

is already a scientific challenge, the task becomes much more difficult when the 

neocortical interareal connectivity is considered. In contrast to other brain areas such as 

the cerebellum or the superior colliculus, the isocortex is a highly distributed circuit, with 

distal regions strongly interacting between them (Felleman and Van Essen 1991). As 

stated previously, this long-range connectivity depends on the projections arising from 

medium-size pyramidal neurons in superficial and deep layers, including layers 2, 3, 5 

and 6. 

 A prominent principle of cortical architecture is the existence of a regional 

hierarchy (Felleman and Van Essen 1991). In some degree, this feature resembles the 

organization of the information flow in a (sensory) cortical column discussed before. 

Layer 4 spiny cell responses where in many ways similar to the responses of sensory 

thalamic relay neurons and as the information flow advances within the column, specific 

neuronal representations appear diverging from those typical from the initial stages. The 

classical model to study the regional cortical hierarchy has been the macaque visual 

cortex. The hierarchy is reflected by the receptive field properties of neurons in each area: 

neurons in the primary visual cortex show preferences for very simple and spatially 

restricted features like oriented lines, whereas neurons in higher areas respond to more 
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complex stimulus aspects such as objects, irrespective of their size or orientation. This 

scheme goes beyond specific sensory modalities, as areas exist that integrate different 

sensory modalities (multimodal association areas). On the top of the hierarchy, the 

prefrontal cortex, a group of executive regions, is in charge of selecting behavioral plans 

according to the incoming highly processed sensory information and, importantly, 

according to the individual experience (Fuster and Bressler 2014).  

 The existence of a hierarchical processing architecture does not imply that a 

strictly serial stream applies. Cortical computations advance in parallel and are highly 

reciprocal, with higher areas projecting back to lower ones. In the primate cortex, forward 

(or bottom-up) projections tend to originate in superficial layers and terminate in layer 4 

(resembling the sensory thalamocortical input to primary sensory areas), while feedback 

(or top-down) connections arise both from deep and superficial layers but avoid layer 4 

as their target (Felleman and Van Essen 1991). In rodents, evidence for hierarchical 

organization also exists, but its relation to lamination is less clear. In mouse visual cortex, 

feedback avoids L4 and cells giving rise to feedforward and feedback projections are not 

laminarly distributed but form segregated populations (Berezovskii et al. 2011). In the 

close future, a better understanding of the genetic mechanisms that explain the 

specification of distinct subclasses of pyramidal neurons with characteristic long-range 

cortical projections might provide a cellular explanation for inter-areal connectivity 

patterns. 

 It has been proposed that projections from higher to lower areas are of modulatory 

nature, shaping bottom-up determined receptive fields, according to behavioral states 

(Lamme et al. 1998). An alternative suggestive hypothesis states that within a loop 

between two cortical areas, the feedback projection transmits an elaborated prediction or 

a set of predictions, based on previous experience, of what is happening (of the causes of 
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the sensorium), while the lower region sends an error signal to update the prediction, or 

to select among the possibilities (Mumford 1992). 

 Regarding the synaptic organization of long-range interactions across cortical 

regions, two recent studies compare the synaptic properties of bottom-up and top-down 

pathways in the auditory and visual cortices in the rat (Covic and Sherman 2011, De 

Pasquale and Sherman 2011). The main conclusion is that similar response properties 

apply for the excitatory input in the forward (A1 to A2, V1 to V2) and feedback (A2 to 

A1 and V2 to V1) pathways. However, a different study indicates that in rat cortex, 

responses of V2 pyramids to V1 stimulation, the bottom-up pathway, show a 

excitation/inhibition balance much more favorable to inhibition than in the top-down 

direction, from V2 to V1 (Shao and Burkhalter 1996). Therefore, at least some projections 

arising in higher areas seem to be in position to exert a powerful influence on lower 

regions.  

 

The callosal pathway 

In placental mammals, both cortical hemispheres are strongly interconnected by a 

massive axonal bundle, the corpus callosum. Interhemispheric communication through 

this commissure is a general principle of the isocortex of these animals, as areas through 

the entire rostrocaudal axis, from lower sensory and motor regions to associational ones 

send and receive axons to and from the opposite hemisphere. Importantly, most callosal 

axons terminate on the homotopic region of the contralateral side, and therefore mediate 

reciprocal communication between homologous regions (Yorke and Caviness 1975), but 

heterotopic projections have also been reported (Mitchell and Macklis 2005, Decosta-

Fortune et al. 2015). In contrast, monotremes and marsupials do not develop the corpus 

callosum, but a large anterior commissure instead, through which isocortical (also 
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paleocortical) neurons project to contralateral territories, at the cost of a longer distance 

and latency of this pathway. It has been proposed that corticocortical commissures 

developed in the mammalian brain to integrate the two topographic hemirepresentations 

of the sensory world which are segregated across hemispheres, the left sensory hemifield 

being displayed in the right brain hemisphere and vice versa (Aboitiz and Montiel 2003).  

 This hypothesis was initially based on studies in the cat visual system, where 

callosal fibers were shown to arise and terminate in the boundary between areas 17 and 

18, where the vertical midline of the visual field is represented (Choudhury et al. 1965 

referred in Hubel and Wiesel 1967). These studies demonstrated the role of visual callosal 

fibers in the formation of binocular receptive fields of visual cortical neurons, and 

therefore in depth perception (Blakemore et al. 1983). Similar ideas have been proposed 

to explain the role of callosal connectivity in other sensory systems, among them, sound 

localization in the auditory cortex and bimanual coordination for the somatosensory 

cortex. In both behavioral paradigms, coordination between sensory information initially 

restricted to contralateral equivalent areas is required for proper function. In this sense, it 

is not surprising that cortical somatosensory neurons with bilateral receptive fields are 

more abundant in the cortical territory representing the fingers than the toes (Iwamura 

2000).  

 In addition to the integration of sensory information across hemispheres, callosal 

connectivity is also involved in the transfer of higher cognitive information, including 

attentional resources. During visual search tasks performed by human patients with 

complete callosotomy, each cortical hemisphere is able to independently scan their 

respective visual hemifield, indicating the existence of intrahemispheric attentional 

mechanisms that apparently fuse in one combined attentional spot in control subjects, 

whose callosum is intact (Luck et al. 1989). Moreover, some argue that the implication 
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of this pathway increases with the computational demand of the task, this is, that callosal 

transfer is enhanced during complex task resolution (Holtzman and Gazzaniga 1982). In 

relation to this, an independent and influential idea suggests the possibility that 

hemispheric lateralization emerged as a consequence of the reduction in the efficacy of 

interhemispheric transfer in larger brains due to increased conduction delays (Ringo et al. 

1994). This idea relies in the observation that median callosal fiber diameter is 

conservative across species, and despite the maximal diameter tends to be higher in larger 

brains, this may not be sufficient to maintain a constant interhemispheric transmission 

time (Olivares et al. 2001).  

 Altogether, these evidence seems to support the role of the callosum as an 

integrative pathway across hemispheres. According to this excitatory model, callosal 

input allows the recruitment of contralateral ensembles therefore increasing the 

computational potential disposable to perform a given task. In fact, it has been 

demonstrated that callosal input is required to generate synchronous oscillations across 

contralateral areas (Engel et al. 1991). Nonetheless, in opposition to the excitatory model, 

it has also been shown that the activation of one hemisphere can induce the inhibition of 

the contralateral region (Hlushchuk and Hari 2006, Reis et al. 2007, Beaulé et al. 2012, 

Palmer et al. 2012). Accordingly, it has been proposed that callosal axons sustain 

competition between contralateral ensembles, leading to lateral dominance (for a review 

on these two opposed hypothesis of callosal function see Bloom and Hynd 2005, van der 

Knaap and Ham 2011).   

 Classical morphological and electrophysiological studies show that callosal 

projecting neurons are pyramidal neurons mainly located in layers 2/3, with a minor 

contribution from layers 5 and 6 (Yorke and Caviness 1975, Ramos et al. 2008) and that 

callosal axons densely innervate superficial and deep layers, avoiding the thalamo-
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recipient layer 4 (Yorke and Caviness 1975, Mizuno et al. 2007, Wang et al. 2007). 

Contralateral targets of callosal fibers include not only different subtypes of pyramidal 

cells (Vogt and Godmann 1982, Kawaguchi 1992, Kumar and Huguenard 2001, 2003) 

but also inhibitory interneurons (Carr and Sesack 1998, Cissé et al. 2003, 2007, 

Karayannis et al. 2006, Petreanu et al. 2007), which in turn innervate local pyramidal 

neurons. Therefore, the effect of this cortical input on their postsynaptic targets will 

depend on the balance between the direct callosal excitation and the disynaptic inhibitory 

component (Kawaguchi 1992, Chowdhury and Matsunami 2002, Irlbacher and et al. 

2007).  

 The lack of a detailed description of the connectivity diagram between CPNs and 

their contralateral targets is still a major limitation in our understanding of the functional 

role of the callosal transfer. Given the diversity of regions with reciprocal callosal 

connections, and the diversity of callosal projecting neurons, I expect the function of 

interhemispheric communication to be divers. Nevertheless, for each particular case, must 

be a microcircuit explanation for the final output of callosal transfer. The aim of our work 

is to study the influence of the CPNs on contralateral cortical microcircuits. Despite 

several attempts have been done to characterize the impact of CPNs on contralateral 

circuits (Karayannis et al. 2007; Palmer et al. 2012; Lee et al. 2014; Rock and Apicella 

2015), so far, this is the first study considering the contribution of this pathway within the 

entire columnar extension of the contralateral cortex. For this, we have performed a 

detailed electrophysiological screening across different categories of pyramidal and 

gabaergic neurons in the retrosplenial cortex, a high-order association area involved in 

spatial cognition and context recognition (Wolbers and Buchel 2005, Smith et al. 2012, 

Czajkowski et al. 2014, reviewed in Vann et al. 2009). The selection of the retrosplenial 
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cortex as the model region responds to, again, a methodological consideration: in coronal 

cortical slices, callosal projections are best conserved in this area. 
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OBJECTIVES 

 

In this project we aimed to characterize the contribution of superficial callosal projection 

neurons in the agranular retrosplenial cortex (RSC), focusing in the following objectives: 

 

1. To unravel the connectivity diagram between callosal axons from superficial CPNs 

and pyramidal neurons in the contralateral homotopic cortex: 

1.1 To characterize the diversity of pyramidal neurons in the agranular RSC, 

1.2 To determine the laminar organization of the terminal arbors of callosal 

axons from superficial CPNs of the agranular RSC in the homotopic 

contralateral cortex, 

1.3 To determine the identity of the postsynaptic pyramidal targets of callosal 

axons from superficial CPNs in the agranular RSC, 

1.4 To determine the distribution of the inhibitory input recruited by callosal 

axons from superficial CPNs among the different pyramidal neuron 

subtypes of the agranular RSC; 

 

2. To compare the synaptic mechanisms governing the integration of callosal input from 

superficial CPNs among the different contralateral postsynaptic targets.  
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MATERIAL AND METHODS 

 

Ethical approval 

Mice were maintained, handled, and sacrificed in accordance with national and 

international laws and policies (Spanish Directive “Real Decreto 1201/2005”; European 

Community Council Directive 86/609/EEC). The Ethical Committee for the 

Experimental Research of the Universidad Miguel Hernández approved the experimental 

protocols. 

 

Morphological study of the mouse retrosplenial cortex 

The cytoarchitecture of the mouse anterior retrosplenial cortex (-2.30 to -1.70 from 

Bregma) was studied with anti-NeuN immunohistochemistry in wild-type animals. The 

laminar distribution of parvalbumin cortical interneurons in this region was studied with 

anti-GFP immunohistochemistry in the Pvalb-Cre;RCE or with anti-PV 

immunohistochemistry in wild-type animals.  

 In each case, mice of either sex (3-4 postnatal weeks) were anesthetized with 

isufluorane and perfused with PFA 4% in PBS. Brains were removed and postfixed 

overnight in PFA 4% at 4ºC. 40 µm coronal sections were cut in the vibratome from 

agarose embedded brains. Floating slices were immunostained using the following 

antibodies: NeuN mouse monoclonal antibody 1:500 (MAB377/Chemicon); GFP rabbit 

polyclonal antibody 1:1000 (A 11122, Molecular Probes); GFP chicken polyclonal 

antibody 1:500 (GFP1020, AVES); PV rabbit polyclonal antibody 1:1000 (MAB388, 

Chemicon); goat antibody to mouse AlexaFluor594 1:500 (A 11032, Molecular Probes); 

donkey antibody to rabbit AlexaFluor488 1:500 (A 21206, Molecular Probes); goat 

antibody to chicken AlexaFluor488 1:500 (A 11039 Molecular Probes); donkey antibody 

to rabbit AlexaFluor594 1:500 (A 21206, Molecular Probes). Slices were prepared for 
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fluorescent microscopy in Mowiol4-88 (Sigma). Images were acquired in an upright 

confocal microscope (DM-5500, Leica Microsystems) with a 40x oil immersion objective 

using Leica Application Suite X (LASX) software.  

 In confocal z-stacks from NeuN-immunostained slices, representative cortical 

territories expanding through the whole cortical depth were processed with an 

automatized cell counting algorithim (Imaris® software) supervised visually. This 

allowed us to determine the neuronal density across a cortical column by the 

quantification of NeuN+ somas in 50µm-depth segments. For the study of the laminar 

distribution of cortical interneurons, confocal z-stacks of the region of interest were 

analyzed using the image processing package ImageJ. Laminar boundaries were 

established with fluorescent nuclear DAPI dye (Sigma-Aldrich) counterstaining, and the 

number of labelled neurons in each laminar compartment was counted manually. 

Interneuron density per layer was computed as number of labelled neurons/area.  

 

Callosal axon labeling by in utero electroporation 

We used a green fluorescent protein (GFP) expressing plasmid (pCX-GFP) to label 

superficial CPNs by in utero electroporation. Plasmid DNA was purified using an 

extraction midi kit (NucleoBond® xtra midi, Macherey-Nagel). DNA was dissolved at a 

final concentration of 1µg/µl in milliqH2O with 1% fast green. E16.5 pregnant dams 

(C57-BL6 strand) were anesthetized with isofluorane. The uterus was accessed via a 

1.5cm incision of the abdominal wall, and individual embryos were injected through the 

intact uterine wall using glass microcapillaries under a fiber optic light source. After 

electrodes were placed strategically, 5 pulses of 40V current of 50ms duration were 

applied at intervals of 950ms using an electroporator (Square Wave model CVY21SC, 

Nepa Gene). The surgical incision was sutured and mice were administered a single 
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subcutaneous injection of 0.1mg/kg buprenorphine analgesic (Buprex®, Schering 

Plough), and then orally with 0.03mg of buprenorphine per food pellet. Electroporated 

mice at 3-4 postnatal weeks were anesthesized with isufluorane and perfused with PFA 

4% in PBS. Brains were removed and postfixed overnight in PFA 4% at 4ºC. 40µm 

coronal sections were cut in the vibratome from brains embedded in agarose. 

Immunohistochemistry to GFP was performed in floating slices with GFP chicken 

polyclonal antibody 1:500 (GFP1020, AVES) and goat antibody to chicken 

AlexaFluor488 1:500 (A 11039 Molecular Probes). 

 

Slice preparation  

Brain slices of neocortex were prepared from mice of either sex (C57-BL6 strand; 18-21 

postnatal days). Animals were killed by cervical dislocation and their brains were quickly 

excised and submerged in ice-cold low Ca2+ / high Mg2+ cutting solution (composition in 

mM: NaCl 124, KCl 2.5, NaHCO3 26, CaCl2 0.5, MgCl2 2, NaH2PO4 1.25, glucose 10; pH 

7.4 when saturated with 95% O2 + 5% CO2). Coronal slices (350 μm thick) were cut using 

a vibratome (Leica VT-1000; Germany) and transferred to a glass beaker, in which the 

tissue was submerged in artificial cerebrospinal fluid (ACSF; composition in mM: NaCl 

124, KCl 2.5, NaHCO3 26, CaCl2 2, MgCl2 1, NaH2PO4 1.25, glucose 10; pH 7.4 when 

saturated with 95% O2 + 5% CO2) at 34°C for 30 min. The slices were stored submerged 

in ACSF for at least one hour at room temperature before recordings were made. One 

slice at a time was transferred to a submersion-type recording chamber, and kept at 32–

34°C during the recording period. The ACSF used to bath the slices was fed into the 

recording chamber at a rate of 2-3 ml·min−1 and was continuously bubbled with a gas 

mixture of 95% O2 + 5% CO2. 
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Stimulation of superficial CPNs 

Slices were stimulated with a concentric bipolar electrode (CBAFC75, Frederick Haer & 

Co, USA) connected to a stimulus isolator unit (A365, WPI) and placed on layer 2/3 of 

the homotopic contralateral cortex with respect to the recording region. Integrity of the 

projection was assessed by extracellular recordings prior to intracellular experiments (see 

example in figure 1, results section). Unless otherwise mentioned, single pulses (stimulus 

intensity 50-800µA, 0.1ms) were applied at a frequency of 0.2Hz to elicit AP firing in 

superficial CPNs contralateral to the recording site. 

 To evoke putative unitary synaptic responses, this is, single-axon responses, we 

used a minimal stimulation protocol. This method consists in setting the lower stimulus 

intensity in which responses to contralateral stimulation appear with a success rate of    ̴

50%. A typical experiment starts with a stimulus intensity below threshold and is 

increased successively is steps of   ̴10µA until a clear response is reliably evoked, stage 

at which the intensity is re-set to evoked positive responses with a success rate of   ̴ 50% 

by reducing the stimulus intensity in steps of 1-5µA. Exclusion of possible compound 

responses is performed off-line under visually inspection when discontinuities in the slope 

of the rising phase or changes in the peak amplitude of the response are observed. For 

putative unitary EPSCs, strong jitter (>few tenths of milliseconds) is also considered as 

an exclusion criteria, but not for putative unitary IPSC, which disynaptic nature increases 

their temporal degrees of freedom.   

 

Intracellular recordings  

Somatic whole-cell recordings from neurons located all across the cortical depth of the 

anterior part of agranular RSC cortex were made under visual control using an upright 

microscope (Olympus BX50WI) equipped with Nomarski optics and a water immersion 
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lens (40x). Recordings were obtained in current-clamp or voltage-clamp mode with a 

patch-clamp amplifier (Multiclamp 700B, Molecular Devices, USA). No correction was 

made for the pipette junction potential (which was estimated to be about −10 mV using 

the junction potential calculator included in the pClamp software). Voltage and current 

signals were low-pass filtered at 2-4 kHz and digitized at 20 kHz with a 16-bit resolution 

analog to digital converter (Digidata 1322A, Axon Instruments). The generation and 

acquisition of pulses were controlled by pClamp 9.2 software (Axon Instruments). Patch 

pipettes were made from borosilicate glass (1.5 mm o.d., 0.86 mm i.d., with inner 

filament) and had a resistance of 4–7 MΩ when positive pressure was applied.  

Current-clamp experiments were performed with an intracellular solution 

containing (in mM): 130 K-gluconate, 5 KCl, 5 NaCl, 5 EGTA, 10 HEPES, 2 Mg-ATP, 

0.2 Na-GTP, 0.01 AlexaFluor594; pH 7.2 adjusted with KOH; 285–295 mOsm). Voltage-

clamp recordings were performed with an intracellular solution containing (in mM): 135 

Cs-methanesulfonate, 10 NaCl, 5 EGTA, 10 HEPES, 2 Mg-ATP, 0.2 Na-GTP, 0.01 Alexa 

Fluor 594; pH 7.2 adjusted with CsOH; 285–295 mOsm. The theoretic Nernst equilibrium 

potentials for the K-based internal solution were (in mV): EK=-105.7, ENa=89.3, ECl=-

68.5). The theoretic Nernst equilibrium potentials for the Cs-based internal solution were 

(in mV): ENa=71.4, ECl=-68.5.  

Current clamp recordings were performed at the resting membrane potential of 

the neuron. Series resistance (Rs) was measured and balanced on-line under visual 

inspection assisted by the Bridge Balance tool of Clampex software. Rs was monitored at 

the beginning and at the end of each protocol, and re-balanced if needed. Cells in which 

Rs>40MΩ were discarded (typical Rs<25MΩ).  

For voltage clamp experiments, EPSCs and IPSCs were recorded with holding 

potentials of -70 and 0mV, the measured reversal potential for the inhibitory and 
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excitatory synaptic currents, respectively. Neurons in which Rs>30MΩ were discarded 

(typical Rs was between 10-25MΩ). The error in the measure of the membrane potential 

(Ve) was computed as Ve = Ihold·Rs; Ihold stands for the holding current needed to set 

the holding potential (Vh). To hold the cell at the desired membrane potential (Vm), we 

set Vh = Vm + Ve. Quantification of intrinsic membrane properties and synaptic responses 

was performed on Clampfit10.3.  

 

Analysis of intrinsic membrane properties and synaptic responses 

Intrinsic membrane properties were analyzed in Clampfit10.3 from recordings of the 

voltage responses to 1.5s rectangular current pulse injections of different amplitudes 

(starting at -300pA, 30pA steps) (figure M1). Resting membrane potential (Vrest) was 

measured as the average potential of a 5 seconds time window just after giga-seal rupture. 

Neurons were discarded if Vrest>-55mV. Membrane resistance (Rm) was computed from 

the slope of the linear fit from steady state voltage responses to low intensity current 

square steps (figure M1A-B). Membrane time constant (τm) was estimated form the 

exponential fit of the voltage response to a hyperpolarizing current step of less than -

100pA or as the time at which the change in the membrane potential (ΔVm) reached 67% 

of the steady state potential (Vss) from the response onset (to) (figure M1C). The voltage 

sag (Vsag) was calculated from the voltage response to a -300pA square current injection 

as Vsag = (Vpeak-Vss)/Vpeak (figure M1D).  
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Figure M1. Analysis of passive electrophysiological properties of a recorded neuron. 
A. Example of the voltage responses of a superficial pyramidal neuron (upper panel) to 

the injection of square current pulses of increasing amplitude at 30pA steps (lower panel). 

Notice that the signals are truncated after 500ms (pulse duration 1500ms). B. IV curve 

from responses in A. Membrane resistance was compute as the slope of a linear fit of the 

region in which linearity was conserved (black line). Notice that the resting potential for 

this neuron is -72mV. C. Measure of the membrane time constant (τm). The response to 

the smallest hyperpolarizing pulse (-30pA) was employed.  D. Measure of the voltage sag 

(Vsag). The response to a -300pA pulse was employed. Notice that V-axis is truncated. 

 

  

 AP properties were measured in the first action potential fired by the first 

suprathreshold depolarizing current injection (figure M2). Action potential peak 

amplitude (APamp) was measured from the AP threshold (APthres) to the AP peak (APpeak). 

The APthres was measured at the abrupt slope change in the depolarizing phase under 

visual inspection and the AP width (APwidth) was measured at half amplitude. The firing 

frequency was measured as the average AP frequency in response to a 600pA depolarizing 

square pulse. An accommodation index (flast/f2) of the firing frequency was computed 
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as the ratio between the last and the second interspike interval in response to a 600pA 

depolarizing square pulse.  

 

Figure M2. Analysis of action potential properties. Example of the first AP evoked in 

a superficial pyramidal neuron by intracellular injection of depolarizing rectangular 

current pulses and the measurement of its properties. The inset shows the first response 

at which the neuron fires (red trace) and the previous one at which AP threshold was not 

reached (black trace). The asterisk indicates the spike shown expanded in the main panel. 

  

 For synaptic responses (PSPs, EPSCs and IPSCs), peak amplitude, area, rise time 

(from 20 to 80% of peak amplitude) and decay time (from peak to half amplitude) were 

computed from the average trace of at least 10 sweeps with the Statistics tool of Clampfit 

10.3 (figure M3). Latency was determined as the time difference between the onset of the 

stimulus artifact and the time point at which the amplitude of the response reached the 

20, 50 or 80%, as indicated in the text.   
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Figure M3. Analysis of synaptic properties. Example of an excitatory postsynaptic 

current recorded in a layer 2/3 pyramidal neuron in response to the contralateral 

stimulation of superficial layers. Latency, rise time, decay time and peak amplitude (Ipeak) 

measurements are exemplified in the main panel. All measurements were done on the 

average of 10 responses (red trace in the main panel). The inset in the left represents the 

same response shown in the main panel to demonstrate complete Ibaseline recovery and 

EPSC area measurement (area delimited in between the average trace in red and Ibaseline). 

Gray traces in the main panel are individual responses.  

  

 

Neuron-type identification  

Recorded cells were identified as pyramidal neurons by intracellular labelling with the 

fluorescent dye AlexaFluor 594, which was added to the recording solution. These 

neurons showed a characteristic pyramidal soma and a dominant apical spiny dendrite 

oriented to layer I while basal dendritic arbors were tangentially oriented (see examples 

in figure M4). In addition, pyramidal neurons were assignated to one of the following 

groups, according to laminar identity and size: layer 2/3, when their soma was above 

300µm from pia; layer 5A, if the soma was below 300µm from pia and before the 

presence of large pyramidal neurons in layer 5B large; layer 5B large pyramids (see figure 

1C results section, lower panel in the left); layer 5B medium-size pyramids, sorrounded 

by the previous ones; and layer 6 pyramids, below layer 5B large ones.  
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Figure M4. Morphological identification of pyramidal neurons. A. Example of a 

pyramidal neuron from layer 2/3 of the aRSC labeled intracellularly with AlexaFluor594 

observed after patch clamp recording. B. A pair of L5BL and L5Bm pyramidal neurons 

simultaneously recorded. C. Detail of the apical dendrite of a layer 5 pyramidal neuron in 

which dendritic spines are clearly seen. Scale bars 40, 80 and 6µm, respectively. 

 

 

 Parvalbuming-expressing fast spiking interneurons (PV-FS) were identified by 

their characteristic spiking pattern, briefly, tonic discharges of narrow action potentials 

with little accommodation and large afterhiperpolarization in response to suprathreshold 

square current pulses. To increase the probability of patching PV-FS interneurons, we 

used the Pvalb-Cre;RCE mouse in which PV-expressing neurons are labeled with GFP. 

These animals were made by crossing Palvb-Cre mice (Hippenmeyer et al. 2005) with 

the Cre-dependent EGFP reporter line RCE;FRT (Sousa et al. 2009); or the GAD67-GFP 

line (Tamamaki et al. 2003), in which all types of gabaergic interneurons are labeled with 

GFP. Non PV-FS neurons were identified as GFP+ neurons from the GAD67-GFP line 

lacking the typical properties of FS cells. 
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Statistics 

Data are given as the mean ± standard error of the mean (s.e.m.), and the number of cases, 

unless otherwise indicated. For comparison of the distribution of one variable among two 

non-paired samples, the two-tailed Mann–Whitney rank sum test was employed. In the 

case of neuron pairs recorded either simultaneously or sequentially (for the latter case, 

the position of the stimulus electrode and the intensity was kept constant), the two-tailed 

Wilcoxon signed rank test was employed. For comparison of proportions among two 

samples, the two-tailed Z-score test for two population proportions was employed. For 

linear correlation among two variables, the Pearson correlation coefficient was computed. 

For analysis of variance across more than two samples, the one-way ANOVA test was 

employed. If significant (p-value < 0.05), Bonferroni post-hoc corrections were applied. 

Statistical analysis were performed on OriginPro8 (Origin Lab Corporation) and Sigma 

Stat 3.11 (Systat Software Inc.). The degree of statistical significance is indicated by * (p 

< 0.05), ** (p < 0.01) or *** (p < 0.001).  
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RESULTS 

 

PART 1. A transhemispheric subnetwork formed by superficial and large bursting 

pyramidal neurons from upper layer 5B in the retrosplenial cortex of the mouse 

 

Coronal slices including the anterior region of the RSC maintained the integrity of the 

callosal pathway across hemispheres. Synaptic responses sensitive to the AMPA 

antangonist CNQX 40µM were evoked in the agranular RSC by the electrical stimulation 

of the superficial layers of the contralateral homotopic cortex (figure 1). This allowed us 

to study the physiology and connectivity of callosal synapses in retrosplenial cortical 

circuits. 

 However, given the symmetry of the callosal projection, electrical stimuli applied 

to layer 2/3 could also stimulate antidromically contralateral neurons projecting to the 

stimulus site, therefore making possible that the evoked postsynaptic responses were a 

mixture of contralateral (callosal) and ipsilateral inputs. To assess the contribution of this 

non-desired source of synaptic input, we quantified the ratio of contralateral pyramidal 

neurons in which antidromic spikes were evoked. Antidromic spikes were easily 

identified as low latency jitter, all-or-not action potentials arising directly from the resting 

membrane potential (see an example in figure 1E and compare with ortodromic spikes in 

figure 4D). In our sample of layer 2/3 neurons, where most CPNs are located (Fame et al. 

2011), antidromic responses were quite uncommon: with stimulus intensities of 100 A 

we observed antidromic spikes in 1 out of 92 neurons; with 200μA in 2/90 neurons, and 

with 500μA in 6/76 neurons. In the pyramidal neurons recorded in deeper layers we never 

recorded an antidromic spike. This very low proportion of neurons showing antidromic 

spikes indicated that in our experimental conditions, and at least when using stimuli of 

low and medium strength (100-200μA), we stimulated mainly the soma of ipsilateral CPN 
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neurons and not the axons of contralateral neurons and therefore the observed synaptic 

responses were mostly induced by callosal input, being minimal the contribution of local 

synapses activated antidromically. 

 

 

Figure 1. Coronal slices conserving callosal connections. A. DIC micropotograpth of 

a cortical slice containing the anterior part of the RSC and showing the position of the 

stimulus electrode (left) on the superficial layers of one hemisphere and a recording 

pipette (right) in the contralateral homotopic region. Scale bar 450μm. B. Local field 

potential (LFP) recordings in layers 2/3, 5A, 5B and 6 (sites marked with asterisks in 

panel A) in response to contralateral stimulation (each trace is the average of 10 

consecutive responses). C. A layer 2/3 pyramidal neuron observed by fluorescence 

microscopy after intracellular staining with AlexaFluor 594. Scale bar 50μm. D. 

Postsynaptic current evoked in the pyramidal neuron from C (stimulus intensity 200μA) 

with the stimulus configuration shown in A. Notice that the application of the AMPA 

receptor antagonist CNQX (40µM) blocked the response (gray trace). Each trace is the 

average of 10 responses. E. PSPs evoked in a superficial pyramidal neuron by a 400μA 

stimulus (upper panel). Increasing the stimulus intensity to 500μA evoked an antidromic 

spike (lower panel). Gray traces are successive responses and the black trace is the 

average. 
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Pyramidal neurons diversity in the agranular retrosplenial cortex 

We divided the agranular retrosplenial cortex (RSC) in 5 layers (1, 2/3, 5A, 5B and 6) 

according to changes in neuronal density measured by neuron soma counts in NeuN 

stained slices (Fig. 2A-B). This laminar distribution is in agreement with previous 

cytoarchitectonic studies on the mouse RSC, including the fact that in the mouse anterior 

agranular RSC, layer 4 is almost undetectable (Vogt and Paxinos 2012). Recorded 

neurons were assigned to one of these layers according to the criteria described in 

methods. Medium-size regular spiking neurons with spiny vertically oriented apical 

dendrites (see example in figure 1C and M4) were recorded all through layers 2-6. These 

neurons responded with adapting trains of action potentials in response to suprathreshold 

current pulses (figure 2D) and were considered as pyramidal neurons. Layer 5B also 

contained large pyramidal neurons (figure 2C); therefore, we grouped pyramidal neurons 

in five categories: L2/3, L5A, L5B medium-size (L5Bm), L5B large-size (L5BL) and L6 

pyramidal neurons. A summary of the intrinsic properties of these neurons is given in 

tables 1 and 2. 

 L5BL pyramidal neurons were clearly different from the rest, and showed the 

typical properties of extratelencephalic projecting neurons (Mólnar and Cheung, 2006): 

large somas, a low membrane input resistance, a large voltage sag in response to somatic 

injection of hyperpolarizing current pulses and a tendency to fire bursts of action 

potentials (figure 2D-E). Despite the similarities among the medium-sized regular spiking 

pyramids, those from layer 2/3 were more hyperpolarized at rest and had a smaller voltage 

sag than those in layer 5 (see table 1); these differences were statistically significant 

(p<0.05 in both cases) and this fact allowed as to set the limit between layer 2/3 and 5A 

at 300µm from the pia. L5A and L5Bm pyramidal neurons had similar intrinsic 

electrophysiological properties (therefore they are grouped together in tables 1 and 2 as 
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L5m pyramidal neurons), while L6 pyramidal neurons show an intermediate profile, with 

an hyperpolarized resting potential, like superficial ones, but larger voltage sag in 

response to -300pA current steps, like those in layer 5. Overall, this is the general scheme 

of pyramidal organization across layers described in other neocortical regions (Connors 

and Gutnick, 1990). 

 

 

Figure 2. Pyramidal neurons in the agranular RSC. A. Confocal z-stack image of the 

anterior RSC immunostained for the neuronal marker NeuN. The short discontinuos line 

indicates the limit between the agranular RSC (aRSC, dorsal) and the granular RSC 

(gRSC, ventral). B. Left, Imaris reconstruction of the position of NeuN+ somas from 

neurons in the columnar inset shown in A (546 NeuN+ cells); right, NeuN+ cell density 

across an aRSC column measured with a 50μm bin width (n=7 slices from 4 mice; 

selected columns were 300-400μm wide, mean number of NeuN+ cells per column: 466). 

Grey traces represent individual cases and the black trace the mean. C. DIC 

micropotographs of the agranular RSC in a slice placed in a recording chamber. Notice 

the presence of large pyramidal somas in L5B but not in layers 2/3, 5A and 6. D. 

Membrane voltage responses from a L2/3, L5A, L5Bm, L5BL and a L6 pyramidal neuron 

to 1500ms current pulses. Responses were recorded at resting membrane potential (Iholding 

= 0 pA). E. First action potential from the first suprathreshold response shown at larger 

scales. Scale bars 250 and 20μm in A and C, respectively.  

 

 



 

53 

 

Table 1. Subthreshold electrophysiological properties of pyramidal neurons in the agranular RSC  

 n 
Age  

(days) 

Distance  

to pia (µm) 

Vrest  

(mV) 

Rm (peak)  

(MΩ) 
Vsag 

τm  

(ms) 

Pyr 2/3 25 19,2 ± 1,1 190,6 ± 33,0 -75,5 ± 4,1 166,4 ± 55,0 0,04 ± 0,03 22,6 ± 7,7 

Pyr 5m 26 19,9 ± 1,4 396,0 ± 71,5 -65,2 ± 5,4 211,7 ± 67,6 0,11 ± 0,06 21 ± 4,9 

Pyr 5BL 21 19,4 ± 0,9 547,2 ± 71,1 -65,7 ± 2,2 46,9 ± 13,2 0,25 ± 0,04 11,8 ± 2,0 

Pyr 6 17 19,5 ± 0,8 941,6 ± 114,5 -72,7 ± 5,2 215,0 ± 62,7 0,16 ± 0,05 15,9 ± 4,1 

Pyr 5m stands for 5A (n=18) and 5Bm (n=8) pyramidal neurons. Data as mean±s.d. 
 

 

Table 2. Action potential and firing properties of pyramidal neurons in the agranular RSC 

 
APthr  

(mV) 

Vm-AP 

 thr (mV) 

APamp  

(mV) 

AP width 

(ms) 

Firing freq 

(Hz) 

Adaptation 

index  

Pyr 2/3 -40,2 ± 3,0 -35,2 ± 4,0 93,6 ± 4,7 0,62 ± 0,11 50,6 ± 14,7 2,8 ± 0,9 

Pyr 5m -40,6 ± 2,9 -24,6 ± 5,8 92,7 ± 4,7 0,59 ± 0,07 55,1 ± 15,4 2,8 ± 1,0 

Pyr 5BL -43,1 ± 3,4 -22,6 ± 3,3 97,1 ± 7,6 0,5 ± 0,07 34.9 ± 9.1 1,1 ± 0,3 

Pyr 6 -37,7 ± 4,1 -35,0 ± 4,2 85,1 ± 4,5 0,63 ± 0,11 48.0 ± 8.9 1,9 ± 0,7 

Same neurons as in table 1. Data as mean±s.d. 

 

Laminar branching specificity of callosal axons from superficial CPNs 

To characterize the arborization of the terminal branches of callosal axons across the 

layers of the contralateral cortex, we performed unilateral in utero electroporation of 

E16.5 embryos with an eGFP-expressing plasmid (pCX-GFP). At this age, superficial 

pyramidal neurons are being produced in the ventricular zone of the developing necortex. 

Consistently, in postnatal coronal slices (P30), GFP+ neurons were found in the 

superficial layers of the RSC in the electroporated hemisphere (figure 3, lower panel in 

the left). The axons of these neurons could be followed crossing the midline through the 

dorsal, but not the ventral part of the corpus callosum, as expected for a medial cortical 

region (Nishikimi et al. 2011). These axons invaded the contralateral homotopic cortex 

(figure 3, right panel), where they developed a bimodal pattern of arborization. Similarly 
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to what happens in other cortical areas (York and Caviness 1975, Mizuno et al. 2007, 

Wang et al. 2007), extensive branching was observed in a territory including superficial 

layers and layer 5. Nonetheless, in the agranular RSC, callosal terminal arbours specifially 

branched in the upper part of L5B, but not in L5A and the lower part of L5B.  

 

 
 

Figure 3. Branching of callosal axons in the retrosplenial cortex. Maximal projection 

of a confocal z-stack from a 40µm slice of a P30 mouse brain electroporated with an 

eGFP-expressing plasmid at E16.5 (lower panel in the left). Laminar boundaries were 

established according to DAPI counterstaining (upper panel in the left). Notice that in the 

neocortex, only neurons from superficial layers were electroporated (lower panel in the 

left), and that their axons crossed the midline and invaded the contralateral cortex (right 

panel). Scale bars 400µm (left panels) and 300µm (right panel). 

 

Callosal axons preferentially target L2/3 and L5BL pyramidal neurons 

The post-synaptic potentials (PSPs) recorded in L2/3 (n=21), L5A (n=17), L5BL (n=19) 

and L6 (n=23) pyramidal neurons in response to callosal input are shown in figure 4. In 
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most neuron, three different stimulus intensities were tested (100, 200 and 500 μA). 

Altogether, the amplitude of the callosal PSPs exhibited a bimodal distribution, being 

larger in L2/3 and L5BL than in L5A and L6 pyramidal neurons (figures 4B-C; see an 

example in figure 4A). A one-way ANOVA analysis of the data obtained at 200μA 

stimulus revealed significant differences among the groups (F=10.44, p<0.00001). A 

Bonferroni post hoc analysis only found significant differences in the amplitude of the 

response between L2/3, L5A and L5BL with L6 pyramidal cells (Bonferroni corrected p-

value 0.007, computed p-value for Mann-Whitney two-sample comparisons: L2/3 vs L5A 

0.080, L2/3 vs L5BL 0.749, L2/3 vs L6 2.6·10-6, L5A vs L5BL 0.022, L5A vs L6 5.4·10-

6, L5BL vs L6 5.6·10-7). Within this sample, only in 2/21 L2/3 and 2/19 L5BL pyramidal 

neurons the callosal PSP were able to fire action potentials (see examples in figure 4D). 

The two L2/3 pyramidal neurons fired in response to 500μA stimulus, while the L5BL 

pyramidal neurons did it with lower stimulus intensity (200A). The fact that the bimodal 

distribution of PSP amplitudes was clearly present with 100μA and 200μA stimulus 

intensities, where ortodromic and antidromic spikes were rare, strongly suggests that this 

pattern is mostly established by direct callosal input. The onset latency of the evoked 

responses is shown in figure 4E; for latency measurements we only analyzed neurons 

from experiments in which at least one pyramidal cell were recorded from layers 2/3, 5A 

and 5B in the same slice. A one-way ANOVA analysis of these data revealed significant 

differences in the onset latency across neuron types (F=6.002, p-value 0.00543). A 

Bonferroni post-hoc analysis found significant differences in the onset latency of the 

responses of L2/3 and L5A with respect L5BL pyramidal neurons (Bonferroni corrected 

p-value 0.0167, computed p-value for two-sample Mann-Whitney comparisons: L2/3 vs 

L5A 0.169, L2/3 vs L5BL 0.0167, L5A vs L5BL 0.004). 
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Figure 4. Laminar organization of callosal connections in the agranular RSC. A. An 

example of callosal PSPs recorded sequentially from 4 pyramidal neurons from the same 

cortical column in response to single pulse stimulation of the contralateral cortex 

(stimulus intensity 200μA). Each trace is the mean of at least 10 responses. B. Callosal 

PSP peak amplitude in a sample of pyramidal neurons (n = 21 L2/3, 17 L5A, 19 L5BL 
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and 23 L6 pyramidal neurons, n=16 slices from 16 mice) at three stimulus intensities 

(100, 200 and 500μA). Each circle is an individual neuron and filled circles represent 

neurons in which the an action potential was elicited. Soma to pia distance in μm was 

(mean ± s.d.): L2/3=190±31, L5A=371±39, L5BL=526±71, L6=927±136. C. Population 

PSP peak amplitude across pyramidal categories from the sample shown in B. D. Example 

of two neurons in which firing was evoked by suprathreshold postsynaptic potentials 

(stimulus intensity 500μA). Each trace is an individual response and one of the responses 

is highlighted in black. E. Onset latency of the callosal PSPs evoked in L2/3, L5A and 

L5BL pyramidal neurons, measured from stimulus artifact onset to 10% of PSP peak 

amplitude. Only slices in which at least 1 neuron of each category were sequentially 

recorded were analyzed (n=14 L2/3, 15 L5A and 11 L5BL pyramidal neurons; 8 slices of 

8 mice; stimulus intensity 200μA, L6 neurons were excluded). F. Example of the 

responses evoked in a L2/3 vs 5A pair and in a L5BL vs L5Bm pair of pyramidal neurons 

simultaneously recorded (stimulus intensity 200μA). G. Callosal PSP peak amplitude in 

a sample of L2/3 vs L5A pairs (left panel, n=6) and L5BL vs L5Bm pairs (right panel, 

n=6). Stimulus intensity 200μA. Grey traces show individual responses and the black 

trace is the average. PSPs were recorded at resting membrane potential. Data in C, E and 

G as mean±s.e.m. 

  

 The above data revealed a tendency in the amplitude of the PSPs evoked in L5A 

pyramidal neurons to be smaller than in L2/3 and L5BL ones. To increase the potency of 

the statistical analysis, as well as to extend our analysis to L5Bm pyramidal neurons, we 

performed a set of experiments in which we simultaneously recorded from pairs of L2/3 

vs L5A and L5BL vs L5Bm pyramidal cells (figure 4F-G, n=6 simultaneous pairs of each 

type). In the case of L2/3-L5A pairs, special care was taken to select neurons whose apical 

dendrites were radially aligned;  in the case of L5BL-L5Bm pairs, intersomatic distance 

was <50μm (see example in figure M4B). These experiments revealed that callosal PSPs 

were significantly larger in L2/3 than in L5A neurons and in L5BL than in L5Bm 

pyramidal neurons, extending our previous results. Overall, these data indicated that L2/3 

and L5BL pyramidal neurons were the preferred targets of the callosal axons within 

contralateral pyramidal neurons. 
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Strong recruitment of upper, but not lower, L5BL neurons by callosal input 

The observation that callosal axons from superficial CPNs branched extensively in the 

upper part of layer 5B but not in its lower part (figure 3) suggested further specificty of 

callosal input on layer 5 circuits. In agreement with this, a detailed analysis of the data 

from our sample of L5BL neurons described above (figure 4A-C), revealed that the 

amplitude of their callosal PSPs was negatively correlated with their somatic distance 

from pia and with their membrane input resistance (figure 5A). In contrast, in layer 2/3 

there was no correlation between the size of the PSPs and the position whitin the layer (r 

= -0.007, p=0.98).  

 Moreover, in a wider sample of L5BL pyramidal neurons, we observed that the 

membrane input resistance of L5BL pyramidal neurons was negatively correlated with 

their columnar depth (figure 5B), suggesting the existence of a further specialization 

between L5BL neurons placed in the upper and the lower part of layer 5B. To test if there 

was a bias in the callosal connectivity towards upper L5BL neurons, we compared the 

callosal PSP amplitude in pairs formed by an upper and lower L5BL pyramidal neurons 

that were sequentially recorded. In all cases the callosal PSP was larger in the upper L5BL 

neuron (figure 4D-E). To estimate the firing probability of the upper L5BL pyramidal 

neurons, we recorded from a total of 14 neurons whose soma was in the upper half of 

layer 5 (including the 8 neurons from the pairs); in this sample 4/14 (28%) and 6/14 (43%) 

neurons fired by the PSPs evoked by 200A or 500A contralateral stimuli, respectively 

(see an example in figure 5C). This proportion of firing neurons in upper layer 5B was 

clearly larger than the 10% (2/19, p=0.032) found in our initial sampling covering the 

whole layer 5B.  
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Figure 5. Strong recruitment of upper L5BL pyramidal neurons by callosal input. 
A. Callosal PSP peak amplitude in L5BL pyramidal neurons was negatively correlated 

with somatic distance from pia (left panel) and with membrane input resistance (right 

panel); same sample as in figure 4A-C; stimulus intensity 200μA. B. In L5BL pyramidal 

neurons, membrane input resistance was positively correlated with somatic distance from 

pia (n=37). C. Response of a L5BL pyramidal neuron from the upper half of layer 5B to 

a 200μA stimulus. Individual responses are shown in grey and one is highlighted in black. 

D. PSPs evoked in an upper vs lower L5BL pyramidal neuron pair evoked by contralateral 

stimulation. Grey traces are individual responses and the black trace is the average. E. 

PSP peak amplitude in a sample of upper vs lower L5BL pairs (n=8 pairs of neurons 

sequentially recorded in current-clamp; 5 slices from 5 mice; upper L5BL 490 ± 47μm 

from pia, lower L5BL 593 ± 61μm). Stimulus intensity 200μA. For statistical comparison 

of PSP amplitude, in those cells in which firing was evoked we used the PSP amplitude 

of the largest subthreshold response in the sample. 
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 These data indicated that, in the agranular RSC, one hemisphere could recruit the 

extratelencephalic output pathway of the opposed homotopic region by means of the 

callosal projection. 

 

PV-FS dependent inhibition recruited by callosal input is biased towards L2/3 and L5BL 

pyramidal neurons 

In addition to targeting pyramidal cells, CPNs also synapse on contralateral inhibitory 

neurons (Carr and Sesack 1998; Cissé et al. 2003, 2007; Karayannis et al. 2006, Petreanu 

et al. 2007) which in turn innervate surrounding pyramidal cells. To characterize the 

organization of the inhibition recruited by callosal input across the different pyramidal 

subtypes studied, we compared the IPSCs in sequentially recorded pairs of L2/3 vs L5A 

and L5BL vs L5Bm pyramidal neurons (figure 6, n=8 and 6 respectively). Within a pair, 

the stimulus electrode position was not changed and the stimulus intensities employed 

were the same for both neurons. By this, we assumed that the pool of neurons recruited 

by the stimulus was maintained. IPSCs were recorded at 0mV, the measured reversal 

potential of the excitatory synaptic currents.  

 IPSC peak amplitude was significantly smaller in L5A and L5Bm than in L2/3 

and L5BL pyramidal neurons, respectively (figure 6B and D, right panel), mimicking the 

specific pattern of the callosal excitation on pyramidal neuron subtypes. This was 

particularly remarkable in L5BL-L5Bm pairs, which had their somas closely placed, and 

indicated a strong selectivity of interneuron to pyramidal connectivity in this layer. In 

addition to the differences in the IPSCs, and consistently with our results, we observed 

that callosal EPSCs, recorded in the same neuron pairs at -70mV, were larger on L2/3 and 

L5BL pyramidal cells with respect to L5A and L5Bm pyramidal neurons, respectively 

(figure 6B and D, left panel). 
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Figure 6. Inhibitory currents evoked on pyramidal neurons retained the specificity 

of callosal excitatory input. A. IPSCs (upper traces in each panel) and EPSCs (lower 

traces in each panel) evoked in a L2/3 vs L5A pair of pyramidal neurons sequentially 

recorded (stimulus intensity 200μA). Gray traces are individual responses and the black 

trace is the average. B. EPSCs (left panel) and IPSCs peak amplitudes (right panel) in a 

sample of sequential L2/3 vs 5Am pairs (n=8, 5 slices from 5 mice). C-D. Same as in 

panels A-B but for L5BL vs L5Bm pairs (n=6, 3 slices from 3 mice). Open circles in B 

and D are individual values and filled circles and error bars are the mean±s.e.m.  

  

 To determine which interneurons were responsible of this pyramidal subtype 

specific inhibition, we recorded from a sample of PV-FS and non PV-FS gabaergic 

neurons from all cortical layers. PV-FS cells were identified by their characteristic high 

frequency tonic discharges of narrow action potentials with little accommodation and 

large afterhiperpolarization in response to suprathreshold square current pulses. To 

increase the probability of patching PV-FS neurons, we used the Pvalb-Cre;RCE or the 

GAD67-GFP line, in which all types of gabaergic interneurons are labeled with GFP. Non 

PV-FS neurons were identified as GFP+ neurons from the GAD67-GFP line lacking the 

typical properties of FS cells (figure 7A-C and table 3).  

 Excluding layer 6, in which none, or only small responses were recorded, callosal 

PSPs evoked on PV-FS cells were larger than in non PV-FS interneurons (see example in 
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figure 7D). An important consequence of the smaller PSPs in non PV-FS interneurons 

was that none of these neurons fired in response to contralaterral input (0/31); in contrast, 

8/36 PV-FS neurons, distributed in layers 2-5B, reached the action potential threshold in 

response to contralateral simulation (figure 7D-E). The latency of the action potentials 

evoked in PV-FS cells (range 7.5-13.5ms) overlapped but preceed the onset latency of 

IPSCs evoked on pyramidal neurons (range 8.2-15.0ms) (figure 7F). Altogether, these 

data strongly suggested that IPSCs evoked on pyramidal neurons were mainly PV-FS 

dependent, and that PV-FS interneurons responding to contralateral input had a strong 

preference to innervate L2/3 and L5BL pyramidal neurons. 

 

 

Figure 7. Inhibition triggered by callosal input is mediated by PV-FS interneurons. 
A. Membrane voltage responses from a PV-FS (left) and a non PV-FS interneuron (right) 

to -300pA, 0pA, first suprathreshold and second suprathreshol 1.5s current square pulses. 

Responses were recorded at resting membrane potential (Iholding=0pA). B. The response 

to a -300pA current pulse is hown amplified to illustrate the difference in the membrane 

input resitance of both neurons. C. The first AP from the first suprathreshold current 

injection is shown amplified. Notice that the narrower AP in the PV-FS neuron. D. PSPs 

evoked in a L2/3 PV-FS vs non PV-FS pair of closely placed interneurons sequentially 

recorded (stimulus intensity 200µA). Grey traces are individual responses and the black 

trace is the average of the subthreshold responses. Notice that in some cases the PV-FS 

neurons reaches the AP threshold (AP truncated). E. Proportion of firing neurons in a 

sample of PV-FS and non PV-FS interneurons from the agranular RSC (n=36 and 31 

neurons respectively). Stimulus intensity range 200-800µA. F. AP latency (from stimulus 

onset to AP peak) in the sample of firing PV-FS neurons and IPSC latency (from stimulus 

onset to 10% of IPSC peak amplitude) in the sample of pyramidal neurons from figure 6.  
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Table 3. Electrophysiological properties of GABAergic neurons in the agranular RSC 

 
n 

Age  

(days) 

Distance  

to pia (µm) 

Vrest  

(mV) 

Rm (peak)  

(MΩ) 

τm  

(ms) 
 

PV-FS 45 19,7 ± 1,2 452,7 ± 217,7 -72,1 ± 5,1 70,8 ± 24,0 5,9 ± 1,9 

Non PV-FS 16 19.2 ± 1.3 359,7 ± 206,5 -73,0 ± 2.8 196,7 ± 81,5 9,2 ± 5,4 

       

 
APthr  

(mV) 

Vm-AP 

 thr (mV) 

APamp  

(mV) 

AP 1/2 

width (ms) 

Firing freq 

(Hz) 

Adaptation 

index 

PV-FS -37 ± 4,4 -35,1 ± 6,2 70,7 ± 7,8 0,21 ± 0,03 171,8 ± 8,9 1,0 ± 0,2 

Non PV-FS -35,6 ± 5,2 -37,0 ± 5,7 77,3 ± 8,31 0,47 ± 0,13 109,9 ± 45,7 2,4 ± 0,9 

Data as mean±s.e.m. 

 

Net inhibition in superficial pyramidal neurons by callosal input 

In our experiments, the proportion of L2/3 pyramidal neurons in which the callosal input 

triggered an action potential was very low: 0/70 neurons with 200μA stimuli and 3/70 

(4%) with 500μA (neurons in 39 slices from 34 mice), and significantly lower than in 

upper L5BL neurons (4/14 and 6/14 respectively, p<0.001 at both intensities tested). The 

fact that, in our conditions, L2/3 pyramidal neurons were more hyperpolarized at rest than 

other pyramidal neurons could difficult their recruitment. Nonetheless, the reversal 

potential of the callosal response in L2/3 pyramidal neurons was much more 

hyperpolarized than in L5BL pyramidal neurons, and even more negative than the 

threshold for AP firing (figure 8A-C, n=6 L2/3 vs L5BL pairs of pyramidal neurons 

sequentially recorded; see AP threshold values in table 2) causing a net inhibition in these 

neurons (see example in figure 8D), suggesting that the difference in the resting potential 

was not the main cause of the low firing probability among superficial pyramidal neurons 

in response to callosal input. 

 Alternatively, callosal PSPs evoked on L2/3 pyramidal neurons had a longer decay 

time than those on L5BL neurons (figure 8E-F), predisposing them for stronger temporal 

summation. We argued that in a context of sustained callosal activity, the recruitment of 

L2/3 pyramidal neurons could be supported by the temporal summation of successive 
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inputs. To test this hypothesis, we applied trains of stimuli instead of single-pulse 

stimulation. In the range of 10-15Hz stimulation, temporal summation of successive PSPs 

in a train was minimal in L2/3 pyramids (4th/1st
 PSP amplitude 1.10±0.08, n=15). 

Therefore, we used higher stimulation frequencies (trains of 20-40 pulses at 40Hz) with 

the idea of shortening the interstimulus interval to facilitate the summation of successive 

responses. In 8 L2/3 vs L5BL pairs sequentially recorded, all L5BL neurons were 

recruited at some point during the train, while none of the L2/3 pyramidal neurons fired 

(see example in figure 8G). 

 

 

Figure 8. L2/3 pyramidal neurons are inhibited by callosal input. A-C. A. Example 

of a pair of L2/3 vs L5BL pyramidal neurons sequentially recorded; scale bar 200μm. B. 

PSCs in the L2/3 pyramidal neuron shown in A in response to contralateral stimulation 

measured at different holding potentials (from -72 to -50mV). Each trace is the average 

of at least 5 consecutive responses. The inset shows the IV curve measured at the PSC 

peak. C. Reversal potential of the callosal responses measured at the EPSC peak in a 

sample of L2/3 vs L5BL pairs (n=6 pairs, 5 slices from 5 mice, stimulus intensity 200μA). 

Notice that the reversal potential of the callosal responses is more hyperpolarized on L2/3 

pyramidal neurons. D. Callosal PSP in a L2/3 neuron recorded at different membrane 

potentials. Notice that the response largely reverts at -50mV, below the action potential 

threshold. Each trace is the average of at least 5 consecutive responses. E. Callosal PSPs 

in a L2/3 vs L5BL pair (same as shown in figure 4A). F. Decay time to 50% of peak 
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amplitude of the callosal PSP in a sample of L2/3 and L5BL neurons (same as shown in 

figure 4A-E; stimulus intensity 200μA). G. Callosal PSPs evoked in a sequential L2/3 vs 

L5BL pair in response to a 40Hz train applied to the contralateral cortex (stimulus 

intensity 200μA). Population data as mean±s.e.m. 

 

 Even more, in a different sample of non-paired recordings, we tested the effect of 

40Hz train of contralateral stimuli on the firing activity evoked in the recorded neuron by 

the injection of a suprathreshold current pulse (figure 9). In all L2/3 pyramids tested 

(n=8), the firing rate was decreased by contralateral stimulation. The opposite pattern was 

observed in L5BL neurons (n=8), and, as expected from their low responsiveness to 

callosal input, no change in the number of APs was detected in L5Bm pyramidal neurons 

(n=5). Altogether, these data indicates that, in our conditions, the firing activity of CPNs 

can suppress the activity of contralateral superficial pyramidal neurons, reinforcing the 

hypothesis of the inhibitory role of callosal projections on superficial layers of the 

retrosplenial cortex.  
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Figure 9. Firing in L2/3 pyramidal neurons is suppressed by callosal input. A. 

Experimental design: three suprathreshold current pulses (1s duration) were injected in 

the recorded neuron with a 2s interval; simultaneously to the second current pulse, a 

stimulus train was applied to the contralateral cortex (40Hz, 1s duration). B. 

Representative examples of the effect of contralateral stimulation on the firing frequency 

in a L2/3 (upper panel), L5Bm (middle panel) and L5BL (lower panel) pyramidal neuron. 

C. Change in the firing frequency induced by 40Hz stimulation of the contralateral cortex 

in a sample of L2/3 (n = 8), L5Bm (n = 5) and L5BL (n = 8) pyramidal neurons. Stimulus 

intensity 200μA. 
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PART 2. Synaptic mechanisms explaining the differential effect of callosal input in 

superficial and large bursting pyramidal neurons from upper layer 5B 

 

Our mophological and electrophysiological analysis revealed that L2/3 and upper L5BL 

pyramidal neurons are the main targets of callosal axons from superficial CPNs. 

Nonetheless, in the conditions tested, the impact of this input in both neuronal types was 

opposed, with L2/3 pyramidal neurons being inhibited and upper L5BL pyramidal cells 

being strongly recruited. To further understand the synaptic mechanisms underlaying this 

divergent behaviour, we studied the properties of the excitatory and inhibitory 

postsynaptic currents evoked in both neuron types by contralateral input. 

 

Synaptic properties of cortical responses in L2/3 and L5BL pyramidal neurons 

Excitatory and inhibitory postsynaptic callosal currents were studied in a paired sample 

of L2/3 and L5BL pyramidal cells that were recorded sequentially (n=9). In each pair, 

several stimulus intensities were employed, covering the effective range of stimulation 

(intensity range 100-800µA, at least four different intensities were employed in each 

case), from perithreshold to submaximal responses (see example in figure 10A-C and 

11A-C).  Again, special attention was paid to select, in each pair, radially aligned neurons. 

For comparison of sample data, two stimulus intensities were used, one in the 150-400µA 

range (intermediate intensity), in which low-jitter EPSCs and IPSCs were reliably evoked 

without failures, and the other in the 400-800µA range (submaximal intensity), closer to 

the maximal response. Under these conditions, most of these postsynaptic currents were 

compound (multi-axon) responses. 

 The amplitude and area of the EPSCs evoked at both stimulus intensities were 

significantly larger in L5BL than in L2/3 pyramidal neurons (figure 10D-E). In contrast, 
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IPSCs amplitude and area were larger on the L2/3 pyramidal neurons at intermediate 

intensities, while these differences disappeared when submaximal stimulus intensities 

were employed (figure 11D-E). Overall, the excitatory to inhibitory balance of the 

response, measured as the EPSC/IPSC peak amplitude ratio, was more favorable to 

excitation in L5BL pyramidal neurons (0.10±0.01 vs 0.98±0.27 and 0.12±0.02 vs 

0.55±0.13 with intermediate and submaximal intensities, respectively, p-value = 0.004 in 

both cases).  

 
 

Figure 10. EPSCs in L2/3 and L5BL pyramidal neurons in response to contralateral 

cortical input. A. EPSCs evoked in a L2/3 vs L5BL pyramidal neuron pair in response 

to contralateral stimulation at increasing intensities (stimulus intensity range 100-

800µA). Grey traces are individual values and the black trace is the average of at least 5 

responses. B-C Peak amplitude and area of the evoked cEPSCs from the neurons in A at 

each stimulus intensity. D. Peak amplitude of the EPSC in a sample of 9 L2/3 vs L5BL 
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pyramidal neuron pairs sequentially recorded (5 slices from 5 mice) with intermediate 

(239±78µA, left panel) and high intensity stimulus (611±61µA, right panel). E. Same as 

D for EPSC area. EPSCs were recorded at -70mV. Open circles are individual values, 

filled circles and error bars are the mean±s.e.m. 

 

 

 

Figure 11. IPSCs in L2/3 and L5BL pyramidal neurons in response to contralateral 

cortical input. A. IPSCs evoked in a L2/3 vs L5BL pyramidal neuron pair (same as in 

figure 10A) in response to contralateral stimulation at increasing intensities (stimulus 

intensity range 100-800µA). Grey traces are individual values and the black trace is the 

average of at least 5 responses. B-C Peak amplitude and area of the evoked IPSCs from 

the neurons in A at each stimulus intensity. D. Peak amplitude of the IPSC in a sample of 

L2/3 vs L5BL pyramidal neuron pairs (same as in figure 10) with intermediate 

(239±78µA, left panel) and high intensity stimulus (611±61µA, right panel). E. Same as 

D for IPSC area. IPSCs were recorded at 0mV. Open circles are individual values, filled 

circles and error bars are the mean±s.e.m. 
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 In addition, we measured the temporal course of the synaptic currents evoked by 

callosal input (figure 12, n=12 L2/3 vs 5BL sequential pairs). Importantly, IPSCs in L5BL 

pyramidal neurons were delayed with respect to those in L2/3 pyramidal neurons (figure 

12A-B). As a consequence, the time window to integrate the excitatory component of the 

callosal synapse was longer in L5BL pyramidal neurons (figure 12C).  

 

Figure 12. Longer IPSC latency on L5BL pyramidal neurons. A. Example of the 

rising phase of the EPSC evoked in a L2/3 vs L5BL pair of pyramidal neurons (left panel), 

and EPSC latency difference in a sample of L2/3 vs L5BL pyramidal neuron pairs (right 

panel, n=12 sequential pairs, 7 slices from 7 mice; stimulus intensity 229±56µA). Traces 

are the average of at least 5 responses and are normalized to peak amplitude. For 

comparisons, PSC latency was measured as the time point at which the response reached 

20, 50 and 80% of peak amplitude with respect to stimulus onset and latencies for the 

same condition from each neuron in a pair were subtracted. B. In the same pairs, the 

IPSCs were also recorded. Panel B follows the same organization as in A. C. EPSC-IPSC 

latency measured at 50% of peak amplitude in the same 12 L2/3 vs L5BL pairs.  
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 Overall, the differences detected in the E/I balance and in the time course of the 

inhibitory currents evoked on L2/3 and L5BL pyramidal neurons were in agreement with 

the different responsiveness of both pyramidal neuron subtypes, particularly, with our 

previous observation of a more hyperpolarized reversal potential of the callosal response 

in L2/3 pyramidal neurons (figure 8C). 

 

Larger convergence of callosal axons in L5BL pyramidal neurons 

The larger EPSCs evoked in L5BL neurons with respect to those in layer 2/3 could depend 

on 2 factors: (1) a larger amplitude of the unitary callosal EPSC (uEPSC) and/or (2) a 

larger convergence of callosal axons. To discriminate between both possibilities, we 

recorded uEPSCs in L2/3 and L5BL pyramidal neurons evoked with a minimal 

stimulation protocol (see methods) and computed the compund EPSC/unitary EPSC area, 

as an indicator of the number of firing presynaptic neurons contacting each pyramidal cell 

in figure 11. 

 Examples of putative uEPSCs recorded in a L2/3 and a L5BL pyramidal neurons 

are shown in figure 13. Notice the abundant presence of failures and the estability of the 

amplitude across successful trials, suggesting their single-axon nature. No significant 

differences were found in the amplitude and area of uEPSCs among both pyramidal 

subtypes (figure 13C, n=12 and 9 uEPSCs for L2/3 and L5BL pyramidal neurons, 

respectively).  Accordingly, we observed a significant 2-fold larger cEPSC/uEPSC area 

ratio on L5BL neurons (figure 13C, right panel; for compound responses, those evoked 

with intermediate stimulation were employed), indicating that callosal convergence was 

larger in upper L5BL than in L2/3 pyramidal neurons. 
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Figure 13. Similar properties of callosal unitary EPSCs in L2/3 and L5BL neurons. 
A-B. Example of putative unitary EPSCs evoked with a minimal stimulation protocol in 

a L2/3 (A) and a L5BL pyramidal neuron (B). The upper panel shows consecutive 

responses. Notice the abundant presence of failures. The lower panel shows the peak 

amplitude of the evoked response and the stimulus intensity employed for each response. 

C. Average peak amplitude, area and stimulus threshold for the putative uEPSCs and the 

cEPSC/uEPSC area ratio in a sample of L2/3 and L5BL pyramidal neurons (n=12 L2/3 

and 9 L5BL). Data as mean±s.e.m.  

 

 

Lower responsiveness of L5 PV-FS neurons explain the lower IPSC amplitude in L5BL 

neurons 

Then, we focused in the difference in the IPSC amplitude among L2/3 and L5BL 

pyramidal neurons detected with intermediate stimulus intensities. Similarly to the case 

of compound EPSCs, three non-excluding hypothesis could explain this observation: (1) 

reduced amplitude of unitary IPSCs (uIPSCs) on L5BL pyramidal neurons, (2) lower PV-

FS to L5BL connectivity, and/or (3) lower responsiveness of PV-FS neurons targeting 

L5BL neurons.  

 The amplitude and area of the uIPSCs were not significantly different among both 

pyramidal neuron subtypes (figure 14, n=19 and 12 uIPSCs for L2/3 and L5BL neurons, 

respectively), arguing against the first hypothesis. Accordingly, the cIPSC/uIPSC area 
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ratio was 2-fold larger on superficial pyramids (figure 14C, right panel), indicating that a 

larger number of PV-FS cells recruited in response to contralateral stimulation synapsed 

on L2/3 pyramidal neurons with respect to L5BL ones. In addition, the density of PV-FS 

neurons was similar across layers 2/3 and 5 (figure 15). Given that the total neuronal 

density is lower in layer 5B (figure 2B), the pyramidal to PV-FS ratio must be lower in 

superficial layers, arguing against the hypothesis of a larger PV-FS to pyramidal 

convergence on superficial layers.  

 

 

Figure 14. Similar properties of unitary IPSCs in L2/3 and L5BL neurons. A-B. 

Example of putative uIPSCs evoked with a minimal stimulation protocol in a L2/3 (A) 

and a L5BL pyramidal neuron (B). The upper panel shows consecutive responses. Notice 

the abundant presence of failures. The lower panel shows the peak amplitude of the 

evoked response and the stimulus intensity employed for each response. C. Average peak 

amplitude, area and stimulus threshold for the putative uIPSCs and the cIPSC/uIPSC area 

ratio in a sample of L2/3 and L5BL pyramidal neurons (n=19 L2/3 and 12 L5BL). Data 

as mean±s.e.m.  
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Figure 15. Distribution of PV+ cells in the agranular RSC. A. Laminar boundaries 

were stablished accordind to DAPI staining. B. Confocal z-stack of an 40µm slice from 

a Pvalb-Cre;RCE immunostained against GFP. C. GFP+ neurons in the agranular RSC 

(region in the left limited by the vertical dotted line) were counted for each layer (n=7 

slices from 3 mice).  Data as mean±s.d. 

 

  

 Therefore, we compared the responses of PV-FS interneurons from layers 2/3 and 

5 to contralateral input with two different stimulus intensities (figure 16, n=17 L2/3 vs 

L5 PV-FS pairs sequentially recorded in current-clamp; stimulus intensity 165±50µA and 

483±71µA). PSPs were significantly larger on L2/3 PV-FS neurons with respect to L5 

ones at both stimulus intensities (figure 16A-C). With the weaker stimulus, already 2/17 

superficial PV-FS cells reached the AP threshold, while none of the layer 5 PV-FS 

neurons fired. With the stronger stimulus 8/17 superficial and 2/17 deep PV-FS neurons 

fired in response to contralateral stimulation. Notice that the stimulus intensities used here 

were smaller than those employed for figures 10 and 11, and therefore, the ratio of 

recruited PV-FS cells may be larger in that case.  
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Figure 16. Smaller responsiveness of PV-FS interneurons in layer 5 to callosal input 

with respect to PV-FS in layers 2/3. A-C. PSPs in response to contralateral stimulation 

are larger on L2/3 PV-FS cells. A. Firing pattern of a pair of L2/3 and L5 PV-FS cells in 

response to somatic current injection (upper and lower panel, respectively). B. 

Postsynaptic response of a pair of PV-FS neurons (same pair shown in A). 10 consecutive 

traces are shown, one of them in black to facilitate visualization. In this case, the 

superficial, but not the deep PV-FS interneuron, reaches the AP threshold (AP truncated). 

C. Normalized PSP amplitude for L2/3 vs. L5 PV-FS pairs evoked at two different 

intensities (165±50µA and 483±71µA, left and right panel respectively). The population 

PSP amplitude is larger in the superficial PV-FS cells at both stimulus intensities tested, 

but this difference is reduced with the stronger one. Open circles represent individual 

values. Black circles represent the mean and error bars the standard error of the mean. 

Distance from pia was 236±62µA and 528±84µm for L2/3 and L5 PV-FS cells 

respectively; n=17 pairs, 11 slices from 10 mice. D. PSP peak amplitude for the sample 

of L5 PV-FS interneurons (same as in C) in response to the strong stimulus. E. Example 

of a L2/3 vs L5 PV-FS pair in which the AP threshold was reached in the deep neuron 

(AP truncated). Notice that for the superficial PV-FS cell, the responses at both intensities 

tested are similar, while for the deep PV-FS cell, the response at 200µA is smaller, but 

increases with 500µA stimulus. F. For those pairs in which the L5 PV-FS cell strongly 

responded (>15mV, above the dotted line in D, n=9 pairs from 6 slices and 5 mice), the 

PSP amplitude was larger in L2/3 PV-FS neurons with the weaker (164±55µA, left panel) 

but similar with the stronger stimulus (522±205µA, right panel). 
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 Importantly, no differences were detected in the intrinsic properties of superficial 

and deep PV-FS cells that could predispose the formers to be more excitable (figure 17), 

indicating that the decreased responsiveness of L5 PV-FS neurons depended on weaker 

synaptic input from contralateral CPNs. 

 

 
 

Figure 17. Intrinsic electrophysilogical properties of PV-FS neurons are not laminar 

dependent. A. Soma to pia distance distribution in a sample of PV-FS neurons for which 

the intrinsic electrophysiological properties were determined (n=45). B-F. Distribution of 

intrinsic electrophysiolog,ical properties (resting potential, resting potential to AP 

threshold difference membrane resistance, voltage sag and membrane time constant) in 

the sample of PV-FS cells from A. Notice that no differences exist in the intrinsic 

properties of PV-FS interneurons predisposing superficial ones to be more excitable.  

 

 The requirement of a higher stimulus intensity to evoke large PSPs and firing in 

L5 PV-FS cells, nicely fitted with the shifted input/output curve of IPSCs in L5BL 

pyramidal neurons towards intense stimuli (figure 11), suggesting that L5 PV-FS cells 

were the main source of the inhibitory responses evoked in these set of pyramidal cells. 

This is in agreement with a report indicating that most of the inhibitory synapses in a 

given pyramidal neuron arise from interneurons whose somas are located in the same 

layer (Kätzel et al. 2011). 
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Feedback inhibition in L5BL pyramidal neurons in response to callosal input 

The PSP amplitude difference among superficial and layer 5 PV-FS interneurons 

significantly decreased when the stimulus intensity was increased (figure 16C). Indeed, 

after excluding those pairs in which the L5 PV-FS interneuron showed relatively low 

responses (figure 16D; <15mV with the strong stimulus, those below the dotted line), this 

difference disappeared for the higher intensities, but remained in the responses evoked 

with the weaker stimulus (figure 16E-F).  

 This effect pointed to the existence of a second source of excitation, compensating 

for the weaker callosal input on L5 PV-FS neurons. An obvious possibility was that this 

subpopulation of PV-FS interneurons were also integrating the ipsilateral input from 

L5BL pyramidal neurons. Several sources of evidence favoured this hypothesis: (1) L5BL 

pyramidal neurons in upper layer 5B were recruited by callosal input (figure 5 and 18), 

(2) the recuitment of L5BL pyramidal neurons occurred at lower stimulus intensities than 

in layer 5 PV-FS interneurons (figure 18 A-B), (3) L5BL pyramidal neurons are known 

to synapse on L5 PV-FS cells (Angulo et al. 1999) and  (4) the first APs elicited by 

callosal input on L5BL pyramidal neurons preceded the onset of IPSCs in these neurons 

(figure 18 C-D). 
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Figure 18. Recruitment of L5BL pyramidal neurons and L5 PV-FS cells by cortical 

input. A1-3. Example of the responses in a L5BL pyramidal neuron and a L5 PV-FS 

interneuron sequentially recorded evoked by contralateral stimulation at three different 

stimulus intensities (100, 200 and 500µA). At least 10 consecutive traces are shown 

superimposed. B. Ratio of firing neurons in a non-paired sample of L5BL pyramidal 

neurons and L5 PV-FS interneurons (n=20 and 18, respectively). C. Extracellular 

recording of the LFP in layer 5B in response to contralateral stimulation. Each trace is an 

individual response. D. AP latency histogram (1ms time bin) from a sample of L5BL 

pyramids (n=202 spikes, 10 L5BL pyramids from 8 slices and 7 mice; stimulus intensity 

419±223µA). For each neuron, 10 consecutive traces and all the evoked AP were 

considered. Notice the high synchronicity of the first spike among the sample of 

pyramidal neurons, whose latency corresponds with the first peak shown in the LFP 

recording in C. Inset in D shows the same AP latency histogram with a 0.5ms time bin 

superimposed with the IPSC latency (open circles) measured at 20, 50 and 80% of peak 

amplitude in the sample of L5BL neurons from figure 11 (n=9; stimulus intensity 

611±61µA). AP latency was measured from stimulus onset (indicated by arrows in C) to 

AP peak.  
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 Moreover, we argued that if the hypothesis of feedback inhibition in layer 5 was 

correct, the temporal properties of the evoked PSPs in L5 PV-FS neurons should 

recapitulate the time course of the firing activity of L5BL pyramids. In fact, for the same 

9 L2/3 vs L5 PV-FS pairs from figure 16D-F, the slope of the rising phase was slower, 

the peak amplitude was delayed, and the decay time was longer on L5 PV-FS PSPs (figure 

19). Despite the PSP peak amplitude was similar among these PV-FS pairs, the total PSP 

area was significantly larger on L5 PV-FS ones (figure 19A-B). These differences are 

expected for neurons integrating two non-synchronic inputs (L5 PV-FS cells) with respect 

to those integrating the input from one source (L2/3 PV-FS).  

 

  
 

Figure 19. Delayed and prolonged callosal responses in L5 PV-FS interneurons. A. 

Normalized subthreshold PSP evoked on the L2/3 vs L5 PV-FS pair shown in figure 16E 

(stimulus intensity 500µA). B. PSP rise slope (20-80%), peak latency, decay time (from 

peak to 10% of PSP amplitude) and area for the 9 L2/3 vs L5 PV-FS pairs from figure 

16F.   

  

  Altogether, these data indicate that L5 PV-FS neurons integrate callosal input 

from contralateral superficial CPNs with the ipsilateral activity of upper L5BL neurons 

before reaching the AP threshold, suggesting that, at least in part, inhibition on L5BL 

pyramidal neurons in response to contralateral input is dependent on a feedback 

mechanism. 
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Synaptic mechanisms for potent feedforward PV-FS dependent inhibition on superficial 

pyramidal neurons  

As already shown, callosal input recruited a large number of superficial PV-FS 

interneurons. We recorded the responses evoked by contralateral stimulation in L2/3 

pyramidal vs PV-FS neuron pairs at several stimulus intensities (figure 20A-B, n=13). 

The postsynaptic potentials were clearly larger on PV-FS cells at all intensities tested. 

With the strongest stimuli, 6/13 PV-FS neurons fired, while none of the pyramidal cells 

was recruited.  

 The larger responsiveness of PV-FS cells was explained by the larger amplitude 

and area of the compound EPSCs in response to callosal input with respect to pyramidal 

neurons (figure 20C, n=8 pairs). This was at least partially explained by the larger 

amplitude of unitary callosal EPSC on PV-FS cells (figure 20D). Aditionally, the 

temporal window to integrate the incoming excitation, this is, the latency between the 

EPSCs and the IPSCs, was larger on PV-FS cells than in pyramidal cells (figure 20E). 

Even more, both EPSCs and IPSCs appeared before in PV-FS cells than in pyramidal 

neurons (figure 20E), favoring their rapid recruitment. Therefore not only he size of the 

callosal input but also the dynamics of the postsynaptic currents on PV-FS cells also 

favored their larger responsiveness and their role as a feed-forward inhibitors of 

superficial pyramidal neurons.  
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Figure 20. Synaptic mechanisms for potent feed-forward inhibition of L2/3 

pyramidal neurons in response to callosal input. A. Left, example of a sequential 

recording in a superficial pair of neurons formed by a PV-GFP+ FS interneuron and an 

adjacent pyramidal cell; center; average PSPs evoked in this pair of neurons at increasing 

stimulus intensities; right, PSP amplitude for individual responses. B. PSP amplitude 

evoked in a sample of L2/3 pyramidal vs PV-FS interneurons from layer 2/3 (n=8 

sequential and 5 simultaneous pairs) at three different intensities (79±25, 192±28 and 

492±175µA). Notice that response amplitude is larger on PV-FS cells at the three 

intensities tested. C. Left, EPSC and IPSC recording in a sequential L2/3 pyramid vs PV-

FS pair recorded (stimulus intensity 200µA). Traces are averages of at least 10 

consecutive responses. Right, EPSCs evoked on PV-FS cells had a larger peak amplitude 

and area when compared to EPSCs evoked in pyramidal neurons, while IPSCs were 

similar (n=8 sequential L2/3 pyramidal vs PV-FS neurons, 6 slices from 5 mice; stimulus 

intensity 200-400µA). D. Left, example of a putative unitary EPSC evoked in a L2/3 PV-

FS neuron (stimulus intensity 18µA); right, callosal uEPSC amplitude was larger on 

superficial PV-FS neurons with respect to pyramidal cells (n=12 pyramidal neurons from 

6 slices and 6 mice and 11 PV-FS from 6 slices from 5mice). E. Left, the responses show 

in C are amplified to observe their temporal organization. Center, EPSC and IPSC latency 

measured at 20, 50 and 80% of peak amplitude in the sample of responses shown in C. 
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Notice that evoked PSCs on PV-FS neurons appear with a shorter latency. Right, temporal 

window for integration of the excitatory input is larger in PV-FS cells than in pyramidal 

neurons. Data as mean±s.e.m. 

 

Different IPSC temporal dynamics in L2/3 and L5BL pyramidal neurons 

In addition to the different responsiveness of L2/3 and L5BL pyramidal neurons to single 

pulse stimulation of the contralateral cortex, our previous results (figure 9) also showed 

a strong inhibitory effect of long-lasting, high frequency (40Hz) trains of callosal input 

on L2/3 pyramidal neurons. Nonetheless, in these conditions L5BL pyramidal neurons 

were still potently recruited by the callosal input. To explain this, we studied the temporal 

dynamics of the inhibitory currents evoked by contralateral stimulation on these neurons.  

 IPSCs depressed less in L2/3 than in L5BL pyramidal neurons (figure 21). IPSCs 

evoked in L2/3 pyramidal neurons in response to 4-pulse 40Hz trains were heterogeneous. 

In some L2/3 pyramidal neurons, IPSCs showed an initial depression that was reversed 

during the train, being the fourth IPSC larger that the second (figure 21A, upper panel; 

21/38 L2/3 neurons), while in others, a steady depression was observed (figure 21A, 

middle panel; 17/38 L2/3 neurons). In constrast, inhibitory responses evoked on most 

L5BL showed a progressive depression during the train (figure 21A, lower panel, and 

21B), with only 1/16 neurons showing a fourth IPSC larger than the second.  

 In a different sample of L2/3 vs L5BL pairs sequentially recorded (n=8), we 

studied the short-term dynamics of the EPSCs and IPSCs in response to 40Hz trains of 

20 pulses (figure 21D-E). Both EPSC and IPSCs had similar short-term dynamics in L2/3 

pyramidal neurons (figure 21D, upper panel). As a consequence, the E/I balance remained 

constant along the train in these cells (figure 21E). In contrast, the strong depression of 

the IPSCs in L5BL pyramidal neurons exceed the reduction in the excitatory conductance 

(figure 21D, lower panel), increasing the E/I balance of the callosal response through the 

train, that was mantained larger than in L2/3 pyramidal neurons (figure 21E). This could 
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explain why L2/3 pyramidal neurons were inhibited with long trains of high-frequency 

contralateral input while the recruitment of L5BL pyramidal neurons was sustained under 

these conditions (figure 8 and 9). 

 

 
 

Figure 21. Weak IPSC depression on L2/3 pyramidal neurons. A. IPSCs evoked on 

two L2/3 and a L5BL pyramidal neurons in response to 40Hz train stimulation. Notice 

that in one L2/3 neuron, the last IPSC is larger than the second. B. IPSC amplitude for a 

non-paired sample of L2/3 and L5BL pyramidal neurons (n=38 and 16, stimulus intensity 

468±29 and 332±40µA, respectively). IPSC amplitude was measured from valley to peak 

to remove the effect of temporal summation of successive responses. C. Ratio of non-

depressing IPSCs evoked in the same sample as in C. D. Short-term dynamics of the 

EPSCs and IPSCs evoked in a sample of L2/3 vs L5BL pairs recorded senquentially in 

response to 20-pulse 40Hz trains of contralateral input (n=8). In this case, summation was 

included in the measured of amplitude. E. E/I balance measured at the 1st, 10th and last 

stimulus in the train from the responses in E. In D an E, PSC amplitude includes 

summation. Population data as mean±s.e.m. 
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Frequency-dependent recruitment of different superficial inhibitory neurons by callosal 

input 

It has been shown that PV-FS interneurons reduce their responsiveness during high-

frequency stimulus (Beierlein et al. 2003, Liu et al. 2014), an effect that depends on the 

depressing nature of the pyramidal to PV-FS neuron synapse. In addition, PV-FS 

dependent IPSCs on pyramidal neurons also show a marked short-term depression 

(Gabernet et al. 2005, Ma et al. 2012, Zaisev and Lewis 2013), reinforcing the reduction 

in the strenght of PV-FS dependent inhibition during continuous activity. To test if this 

also happened in response to callosal input, we recorded the responses of L2/3 PV-FS 

cells to trains of stimuli at different frequencies (range 15-100Hz, figure 22A-D). For 

subthreshold responses, successive PSPs were clearly depressing (figure 22B-C). As a 

consequence, the firing probability was markedly reduced through the train (figure 22A 

and D). 

 The strong reduction in the responsivenes of PV-FS along 4-pulse 40Hz trains did 

not match our observations of weak IPSC depression on superficial pyramidal neurons 

under the same consitions, with more than one half of them showing potentiating IPSCs 

(figure 21A and C). To explain this discrepancy, we recorded from non PV-FS 

interneurons of layer 2/3. In 4/12, we observed callosal EPSCs that strongly potentiated 

during 40Hz trains, but not with lower frequency stimulation (see an example in figure  

22E-F). This behaviour should predispose these interneurons to be recruited by high 

frequency callosal input, becoming a major source of feed-forward inhibition on 

superficial layers in a context of sustained presynaptic activity, in which PV-FS 

interneurons are largely silenced. Therefore, it is likely that these non PV-FS interneurons 

mediated the inhibitory effect triggered by long trains of contralateral input on L2/3 

pyramidal neurons.  
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Figure 22. Frequency-dependent recruitment of two different inhibitory networks 

in superficial layers by callosal input. A. Upper panel, successive suprathreshold 

responses of a L2/3 PV-FS neuron in response to a 4-pulse 40Hz train applied to the 

contralateral cortex (stimulus intensity 200µA). Lower panel, number of APs evoked after 

each stimuli with respect to the total number of evoked APs within 10 consecutive 

responses. B. Subthreshold responses evoked in the same PV-FS neurons with a 40Hz 

train (stimulus intensity 100µA). C 4th/1st PSP amplitude ratio for subthreshold responses 

evoked in a sample of PV-FS neurons (n=7) at different stimulus frequencies (15, 40 and 

100Hz, interstimulus interval 10, 25 and 70ms, respectively). D. AP ratio, computed as 

in A, from a sample of L2/3 PV-FS neurons (n=7, 64-96 spikes depending on the 

frequency tested). For each neuron, ten successive responses for 3 different frequencies 

(15, 40 and 100Hz) were considered. E. EPSC and IPSC recording from a pair of PV-FS 

and a non PV-FS interneurons from layer 2/3 in response to 4 (left panel) and 40Hz (right 

panel) contralateral sitmulus. Notice that the amplitude of the response falls along the 

train for the PV-FS cell, while the EPSC amplitude is strongly potentiated along the 40Hz 

train in the case of the non PV-FS neurons. F. E/I balance for the responses shown in E.  
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DISCUSSION 

 

Specificity of the callosal response across pyramidal neuron subtypes 

Our results clearly show that in the agranular RSC, superficial CPNs preferentially target 

contralateral L2/3 and L5BL pyramidal neurons. Callosal axons branched on two strips 

in the contralateral cortex, one in the border between layers 1 and 2 and the other in the 

upper layer 5B, overlapping with the dendritic arbors of these neurons. Indeed, 

postsynaptic responses elicited by contralateral input were larger on these than in other 

pyramidal neuron subtypes, including L5A, L5Bm and L6 ones. The observation that in 

layer 5, callosal connections are strongly biased towards L5BL pyramidal cells is in 

agreement with a study showing that in its home cortical column, superficial pyramidal 

neurons have a 10-fold larger connection probability with the large bursting neurons from 

layer 5B than with layer 5 regular-spiking pyramidal neurons (Thomson and Bannister 

1998). Recently, the molecular mechanisms underlying this strong synaptic preference 

have been described (Harwell et al. 2012). Consistently with our results, the specific 

molecular interaction between L2/3 pyramidal neuron axons and L5BL pyramidal neuron 

dendrites also applies to callosal axons from contralateral superficial CPNs.  

 However, these results contradict two previous reports studying the contribution 

of callosal input in layer 5 circuits in the mouse cortex. In one, a similar response 

amplitude was found between thick-tufted and thin-tufted L5 pyramidal neurons of the 

medial prefrontal cortex (Lee et al. 2014) (notice that thick-tufted neurons correspond to 

our L5BL pyramidal neuron subtype, while thin-tufted neurons correspond to L5A and 

L5Bm subtypes). In the auditory cortex, callosal EPSCs were found to be larger in L5 

thin-tufted pyramidal neurons than in thick-tufted ones (Rock and Apicella 2015). The 

divergence between those studies and our results suggests that the local structure of 

callosal circuits is highly specialized across different cortical areas. One may also 
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consider that in our case, we focus in the contribution of callosal input from superficial 

CPNs, while in both other studies no distinction was done regarding the laminar origin of 

the callosal axons. 

 In addition, we found that responses of upper L5BL neurons to contralateral 

stimulation are larger, often eliciting action potential firing on these neurons, when 

compared to those responses evoked in lower L5BL pyramidal neurons. This is in 

agreement with the specific pattern of innervation of callosal axons in upper L5B. 

Similarly, in the motor cortex, superficial pyramidal neurons preferentially target those 

L5B corticospinal pyramidal neurons located closer to the boundary with L5A (Anderson 

et al. 2010). In sensory areas, L5B bursting pyramidal neurons with large somas are 

known to directly integrate thalamocortical input (Constantinople and Bruno 2013). In 

the barrel cortex, these neurons have been reported to lay close to the boundary with layer 

6. A suggestive hypothesis is that while lower layer 5B pyramidal neurons are mainly 

driven by direct input from the thalamus, forming a microcircuit homologous to the 

primitive reptilian dorsal cortex, upper L5B neurons could have segregated from this 

pathway to be integrated in a more elaborated loop of intracortical processing, including 

thalamus to L4, L4 to L2/3 and L2/3 to L5 steps. It will be worth to test this hypothesis 

in the close future. 

 

Inhibitory networks recruited by callosal input 

Anatomical and physiological evidence for callosal to interneuron connectivity is 

extensive (Carr and Sesack 1998; Cissé et al. 2003, 2007; Karayannis et al. 2006, Petreanu 

et al. 2007). Accordingly, we show that PV-FS and non PV-FS gabaergic interneurons 

from layers 2/3 and 5 receive direct callosal input. In addition, we have demonstrated that, 

in response to single-pulse stimulation of the contralateral cortex, suprathreshold PSPs 
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were only found in PV-FS cells, indicating that in these conditions, inhibition evoked by 

contralateral input on pyramidal neurons is PV-FS dependent. In fact, it is known that 

PV-FS responsiveness to local excitatory input is larger than in other inhibitory neurons 

(Mateo et al. 2011, Avermann et al. 2012), stressing the similarities in the impact of 

callosal and local ipsilateral input. 

 In response to single-pulse stimulation of the contralateral cortex, large IPSCs 

were evoked in L2/3 and L5BL pyramidal neurons, while only small amplitude IPSCs 

were observed in L5A and L5Bm pyramidal neurons. This suggests that PV-FS inhibitory 

networks are not as unspecific as previously suspected (Packer and Yuste 2011), and that 

functional specialization must exist, at least in the case of layer 5, where projection-

specific pyramidal neurons subtypes are intermingled. Again, the comparison of our 

results on inhibitory input to layer 5 pyramidal neurons with reports by others gives 

insight on the organization of layer 5 circuits. Our results are in agreement with a report 

demonstrating that thicked-tufted but not thin-tufted pyramidal neurons of the medial 

prefrontal cortex receive input from L5 PV-FS cells (Lee et al. 2014). However, they 

contrast with a study in the auditory cortex (Rock and Apicella 2015), in which a larger 

PV-FS dependent inhibitory drive affects layer 5 corticocortical vs corticocollicular 

pyramidal neurons in response to contralateral input. Overall, these data indicate that a 

different organization of inhibitory circuits recruited by contralateral input exist across 

cortical areas, reinforcing the idea of specialization of the local cortical circuits in 

different cortical regions. 

 

Laminar-dependent effect of callosal input on contralateral circuits 

We have also demonstrated that in our preparation, callosal axons from superficial CPNs 

exert an opposed effect on their two main pyramidal targets. In response to single-pulse 
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stimulation, the low E/I balance of the callosal response in L2/3 pyramidal neurons 

transiently clamped these cells at a membrane potential below the action potential 

threshold, and therefore, spikes were elicited in these neurons with a low probability, even 

when held at a depolarized membrane potential. A similar scenario applies to the 

reciprocal connection among layer 2/3 pyramidal neurons in their home column (Mateo 

et al. 2011, Avermann et al. 2012).  

 In contrast, callosal input potently recruited large pyramidal neurons from layer 

5B. The intrinsic electrophysiological properties of these neurons, including their low 

input resistance, depolarized resting potential, large voltage sag in response to square 

current pulse injection and their tendency to fire bursts of action potentials indicate that 

these neurons correspond to the thick-tufted extratelencephalic projection neurons 

(Molnár and Cheung 2006). The strong responsiveness of these neurons to callosal input 

was explained by a larger E/I balance of the callosal response compared to L2/3 ones. 

 

Mechanisms explaining the differential recruitment of L2/3 and L5BL pyramidal neurons 

(I): callosal convergence 

A larger amplitude of the evoked EPSCs on L5BL pyramidal neurons was a major 

determinant of the larger E/I balance of the callosal response in these neurons, and of the 

differential recruitment of L5BL and L2/3 pyramidal subtypes. In the case of ipsilateral 

cortical circuits, studies employing multiple simultaneous whole-cell recordings have 

shown that a larger convergence exists in the L2/3 to L5BL projection than in the 

reciprocal L2/3 pathway (compare Thomson and Bannister 1998, Avermann et al 2012, 

Jouhanneau et al 2015). Accordingly, our estimates of callosal convergence were 2-fold 

larger on L5BL pyramidal neurons than on L2/3 ones, , stressing the similarities between 

the callosal input and the projections of superficial pyramidal neurons in their home 
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column, but no difference was detected in the peak amplitude and area of putative unitary 

callosal EPSCs evoked with a minimal stimulation protocol. 

 

Mechanisms explaining the differential recruitment of L2/3 and L5BL pyramidal neurons 

(II): PV-FS dependent feedforward and feedback inhibition 

Several lines of evidence indicated that a differential laminar recruitment of PV-FS 

interneurons in response to callosal input also contributed to the larger responsiveness of 

L5BL neurons. Superficial PV-FS cells showed large amplitude PSPs even with weak 

stimulus intensities (about 200µA), reaching the threshold for action potential firing much 

earlier than surrounding pyramidal neurons. In contrast, layer 5 PV-FS cells showed 

smaller responses, and only with strong stimuli (>400µA), the AP threshold was reached. 

In these conditions, the response in many L5BL pyramidal neurons was already 

suprathreshold. Even more, the response of the L5 PV-FS cells were delayed with respect 

to the responses in superficial PV-FS neurons, and interestingly, their temporal properties 

fitted with the firing activity of surrounding L5BL pyramidal neurons. Altogether, these 

data suggests that in superficial layers, PV-FS dependent inhibition acts as a feedforward 

mechanism reducing the pool of postsynaptic pyramidal neurons that will response with 

and AP, therefore increasing the specificity in the response, while in layer 5, PV-FS 

inhibition acts as a feedback control with a reduced influence in the size of the recruited 

pool of L5BL neurons.  

 A similar scenario to the one described here for the integration of callosal input in 

superficial layers seems to apply for the case of the thalamocortical projection to layer 4 

in sensory areas. In a thalamocortical slice preparation, input from the ventrobasal nucleus 

to layer 4 of the barrel cortex triggers the strong recruitment of PV-FS neurons but not of 

the pyramidal cells (Gabernet et al. 2005, Cruikshank et al. 2007). In this interneurons, 
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EPSCs are larger and appear with a lower latency than in the excitatory neurons 

(Cruikshank et al. 2007), similarly to what we have observed in our preparation. This is 

in part due to the GluR2 lacking AMPA receptors of PV-FS neurons, which show larger 

unitary conductance and faster kinetics than AMPA receptors in pyramidal cells (Hull et 

al. 2009). In addition, thalamic axonal convergence is also larger on PV-FS cells than in 

pyramidal neurons (Gabernet et al. 2005), further increasing the responsiveness 

difference among both cell types and favoring the role of PV-FS neurons as the origin of 

a potent feedforward inhibitory drive. 

 Nonetheless, less is known regarding the organization of cortical input to 

superficial and deep PV-FS neurons. Recently, it has been reported that the excitability 

of PV-FS cells is under control of the transcription factor Er81 (Dehorter et al. 2015). 

Those PV-FS neurons with higher expression levels of Er81 protein showed a higher 

frequency of mEPSCs and a lower frequency of mIPSCs, suggesting their larger 

excitability in response to neuronal activity. Er81 is more abundant among superficial 

PV-FS cells, and therefore it is expected that the responsiveness of these cells should be 

larger than those of deeper layers 5, which fits with our observations.  

 The fact that a potent PV-FS dependent feedforward inhibition controls the initial 

steps of cortical processing (thalamus to L4 projection and L2/3 reciprocal connectivity) 

but not the last steps of it (L2/3 to L5 projection) ascribes the allocation of the specificity 

in the cortical response to a given stimuli in supragranular layers. It would be of interest 

to check whether if this feedforward inhibitory system is also present in the reptilian 

cortex, or if it is a mammalian innovation linked to supragranular layers. 
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Mechanisms explaining the differential recruitment of L2/3 and L5BL pyramidal neurons 

(III): short-term dynamics of inhibitory currents 

The net inhibitory effect of callosal input in L2/3 neurons was maintained in response to 

long, 40Hz trains of contralateral stimuli, while in L5BL pyramidal cells, the firing 

activity was sustained under these conditions. The same results were obtained in vivo in 

recordings from L2/3 and L5 pyramidal neurons in response to photoinduced local 

gamma oscillations in superficial layers (Adesnik and Scanziani 2010). In line with this, 

we observed that under 40Hz train stimulation, IPSC depression was lower on L2/3 than 

in L5BL pyramidal neurons, while EPCS short-term dynamics was similar among both 

cell types. Overall, L2/3 neurons maintained the E/I balance of the callosal response along 

the train, while L5BL pyramidal cells increased it, explaining why the former were 

inhibited and the latter sustained their firing in response to ongoing contralateral stimuli.  

 Interestingly, we found that a subpopulation of superficial non PV-FS cells 

responded with potentiating callosal EPSCs to 40Hz, but not to 4Hz, stimulation. 

Inhibitory gabaergic neurons expressing somatostatin form a dense inhibitory matrix in 

superficial layers of the cortex with a preference for the dendritic domain of pyramidal 

neurons (Kawaguchi and Kubota 1997, Fino and Yuste 2011). These neurons respond 

with potentiating EPSCs (Beierlein et al. 2003, Fanselow et al. 2008, Liu et al. 2014), and 

are known to be recruited with high frequency local pyramidal input. It is likely then, that 

the long 40Hz trains of contralateral input recruited the population of superficial 

somatostatin-positive neurons, which in turn, would explain the inhibition of L2/3 

pyramidal neurons and the scarce depression of their IPSCs in response to high-frequency 

stimulation, a scenario in which PV-FS firing was markedly reduced. However, the strong 

depression of IPSCs in L5BL neurons in response to the same high-frequency stimulation 

indicates a clear difference between the dynamics of the inhibitory networks in superficial 
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and deep layers. It is feasible then that, despite somatostatin-positive interneurons also 

exist in the deeper layers of the neocortex (Lee et al. 2010, Xu et al. 2010), those in layer 

5 may be less responsive to callosal input than their superficial counterparts, similarly to 

what happens with PV-FS cells. This possibility is further suggested by the striking 

laminar differences existing in the genetic, electrophysiological and morphological 

properties of these population of gabaergic interneurons (Ma et al. 2006). 

  

Limitations of this study  

We have employed an extracellular electrical stimulation approach to study callosal 

synaptic responses. A potential problem with extracellular stimulation is the antidromic 

activation of neurons projecting to the recording site, which is exacerbated in our case 

given the reciprocal nature of callosal connections. However, in our experimental 

conditions, the contribution of responses caused by the antidromic stimulation of CPN 

was minimal, at least when using low of medium stimulus intensities. The proportion of 

recorded neurons quantified in a large sample of neurons was very low: in superficial 

neurons, which include most CPNs (Fame et al., 2011), less than 4% responded 

antidromically to stimuli of 100 and 200 A while in layers 5 and 6, antidromic spikes 

were never detected.  

 A second major consideration was the laminar origin of the callosal input being 

studied. As already mentioned, it is known that most CPNs are located in superficial 

layers (Fame et al. 2011), and our stimulus electrode was directly placed on these neurons, 

suggesting a strong bias for this source with respect to the minor populations of CPNs in 

layers 5 and 6. In addition, we studied the arborization of callosal axons originated in 

superficial CPNs of the agranular RSC. Their terminal branches occupied two strips, in 

the boundary of layers 1 and 2 and in the upper part of layer 5B (but not in the lower 5B). 
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This distribution nicely fitted with the specificity of the responses recorded across 

pyramidal neurons, with those in layers 2/3 and upper layer 5B showing the larger 

responses. Altogether, this strongly pointed to the fact that the observations reported here 

reflect the properties of the callosal input originated in superficial layers. 

 Finally, the fact that in our conditions, a significant proportion of the 

subpopulation of upper L5B large pyramids reached the firing threshold implies an 

additional difficulty. Nonetheless, the impact of local L5BL input in other pyramidal 

neurons during our experiments must be reduced, since it is known that the connectivity 

between these neurons and other pyramidal cells is scarce, and mainly limited to synapses 

formed with other L5BL pyramidal neurons (Markram 1997, Bannister 2005, Le Bé et al. 

2007). A further point that reinforces the minimal influence of L5BL firing activity on 

the responses of pyramidal neurons is that with weak stimulation (100µA), which causes 

little firing among the upper L5BL neurons, some L5A neurons responded, and the PSP 

amplitude distribution across the pyramidal neurons was already bimodal indicating that 

this pattern is already imposed by callosal axons connectivity and that the influence of 

L5BL firing in our results must be marginal. 

 

A final comment  

Overall, the response properties of L2/3 and L5BL pyramidal neurons to callosal input 

are in line with studies on cortical circuits indicating the sparness in the firing activity of 

superficial pyramidal neurons and the dense firing regime followed by the large bursting 

pyramidal neurons in layer 5B (de Kock et al. 2007, Sakata and Harris 2009, Petersen and 

Crochet 2013). The tight similarities between our observations regarding the callosal 

input from superficial CPNs and the results from others studying the input from 

superficial pyramidal neurons in their home column reinforces the hypothesis of a 
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integrative role of the callosal projection in retrosplenial circuits. Even more, the 

specificity of the callosal response across the different pyramidal subtypes indicates that 

superficial CPNs sustain a transhemispheric subnetwork formed by L2/3 and upper L5BL 

pyramidal neurons, which, as indicated by the specific innervation from PV-FS 

interneurons, is at least partially segregated from cortical microcircuits including other 

types of pyramidal neurons. 
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CONCLUSIONS 

 

1. Els axons callosos de les neurones piramidals superficials del còrtex retrosplenial 

es ramifiquen en la regió homotòpica contralateral seguint una distribució 

bimodal, innervant densament el límit entre les capes 1 i 2 i la part superior de la 

capa 5B.  

 

2. Les neurones piramidals superficials amb projecció callosa del còrtex 

retrosplenial agranular sinapsen preferentment sobre neurones piramidals 

contralaterals situades en les capes 2/3 i a la part superior de la capa 5B, en aquest 

darrer cas específicament sobre aquelles gran piramidals de descàrrega en ràfega.  

 

3. Les neurones piramidals superficials amb projecció callosa del còrtex 

retrosplenial agranular també sinapsen sobre interneurons inhibidores 

contralaterals. El tamany de les respostes inhibidores depenent d’interneurones de 

descàrrega ràpida sobre piramidals contralaterals seguix la mateixa especificitat 

que les respostes excitadores. Açò indica que la connectivitat entre neurones 

piramidals i interneurones de descàrrega ràpida es més específica del que 

previament es pensava. 

 

4. Sota les nostres condicions, l’efecte de l’entrada callosal és netament inhibidor 

sobre piramidals superficials i excitador sobre les grans piramidals de capa 5B. 

 

5. La diferència en el comportament d’ambdós tipus de neurones piramidals 

s’explica pel diferent balanç E/I de la resposta callosa, que al seu torn depén del 

següents factors:  
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a. Les corrents postsinàptiques calloses excitadores son majors a les grans 

piramidals de capa 5B. Açò depén d’una major convergència d’axons 

callosos sobre les segones, pero no de diferències en el tamany de la 

corrent callosa unitària. 

b. Les corrents postsinàptiques inhibidores depenents d’interneurones de 

descàrrega ràpida evocades en resposta a l’entrada callosa en neurones 

piramidals superficials aparèixen amb intensitats d’estímul moderades i 

coincideixen temporalment amb l’excitació callosa. A les grans piramidals 

de capa 5B, aquestes mateixes corrents inhibidores apareixen amb 

intensitats d’estímul més elevades i amb major latència. Açò depén del 

reclutament d’interneurones de descàrrega rápida. A les capes superficials, 

aquestes interneurones es recluten directa i ràpidament per l’entrada 

callosa, inhibint les piramidals superficials de forma potent. En canvi, a 

capa 5, aquestes interneurones responen dèbilment a l’excitació 

contralateral, i requerixen la descàrrega prèvia de les grans piramidals de 

capa 5B per disparar.  

c. Les diferències en el balanç E/I de la resposta callosa s’accentuen en 

resposta a trens de 40Hz. Sota aquestes condicions, el balanç es manté 

constant en neurones piramidals de capa 2/3, ja que la dinàmica a curt 

termini de les corrents excitadora i inhibidora es similar. En canvi, a les 

grans piramidals de capa 5B, el component inhibidor deprimeix més que 

l’excitador, i per tant, el balanç E/I augmenta durant el tren. Aquesta 

diferència podria estar explicada pel reclutament d’interneurones positives 

per a somatostatina a les capes superficials. 
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CONCLUSIONS 

 

 

 

1. Superficial CPNs in the agranular RSC project to the contralateral homotopic 

region where their axons branch following a bimodal pattern, with terminal arbors 

densely innervating the boundary between layers 1 and 2 and the upper part of 

layer 5B. 

 

2. Superficial CPNs in the agranular RSC preferentially target contralateral 

superficial pyramidal neurons and large bursting pyramidal neurons in upper layer 

5B, with respect to other subtypes of pyramidal cells.  

 

 

3. Superficial CPNs also target inhibitory interneurons in the contralateral cortex. 

PV-FS dependent IPSCs on pyramidal neurons recruited by callosal input follow 

the same specificity shown by direct callosal excitation, indicating that PV-FS to 

pyramidal connectivity is not as unspecific as previously thought. 

 

4. In our conditions, the net effect of the callosal input on superficial pyramidal 

neurons is inhibitory while those large bursting pyramidal cells in layer 5B are 

potently recruited.  

 

5. The differential effect of callosal input on both targets depends on the different 

E/I balance of the callosal response on both cell types. This difference is explained 

by the following reasons: 
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a. Callosal EPSCs are larger on the large pyramidal neurons from L5B. This 

depends on a larger degree of callosal convergence on these neurons but 

not by a larger amplitude of the callosal uEPSC. 

b. PV-FS dependent IPSCs on superficial pyramidal neurons appear with 

relatively moderate stimulus intensities and closely overlapping with 

callosal excitation, while on large pyramidal neurons from layer 5B, IPSCs 

require a higher stimulus intensity and show longer latencies. This 

depends on the larger responsiveness of superficial PV-FS interneurons to 

callosal input. While these interneurons are directly recruited by callosal 

axons and provide a potent feedforward inhibitory wave to surrounding 

pyramidal cells, those PV-FS interneurons in layer 5 only weakly respond 

to contralateral input but require the previous firing of the L5B pyramidal 

neurons to reach the threshold. 

c. The E/I balance of the callosal response evoked with 40Hz trains is 

maintained constant in L2/3 pyramidal neurons as similar short-term 

dynamics apply for both, the callosal EPSCs and feed-forward IPSCs. In 

contrast, the IPSCs evoked in large pyramidal neurons from layer 5B 

depress more than callosal EPSCs, increasing the E/I balance of the 

callosal response during the train in these pyramidal neurons. This 

difference may be explained by the differential recruitment of 

somatostatin interneurons in superficial and deep layers of the cortex by 

callosal input. 
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