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This thesis describes the genomic regulatory events occurring in the nucleus of 

hippocampal excitatory neurons of adult behaving mice upon activation. It 

provides both novel cutting-edge methods in neurogenomics and a repository of 

novel next generation sequencing datasets with broad utility that open new 

avenues for the investigation of the genomic mechanisms underlying neuronal 

plasticity.  

The integrative and longitudinal multi-omics analysis of transcriptional 

and chromatin dynamics after status epilepticus and experience-driven neuronal 

activation unveils molecular mechanisms that are likely to contribute to 

metaplasticity in the adult brain. Most of these molecular processes are 

described here for the first time in the context of neuronal activation in vivo. In 

particular: the identification of transcripts displaying activity-dependent 

ribosome-engagement; the detection of several species of activity-induced 

ncRNAs in the nucleus; the description of the dramatic impact of transcriptional 

bursting in chromatin accessibility at the gene body and enhancers of activity-

induced genes; the de novo binding of activity-regulated transcription factors; 

the augmented promoter-enhancer interactions at activity-regulated genes; and 

the formation of gene loops that bring together the TSS and TTS of actively 

transcribed genes and may sustain the fast re-loading of RNAPII complexes. 

Notably, the identification of chromatin occupancy and interaction changes that 

remain long after the transcriptional burst, particularly those driven by AP1, 

showed a correlation with deleterious consequences of status epilepticus. 

Which could underlie the changes in neuronal responsiveness and circuit 

connectivity observed in these neuroplasticity paradigms, perhaps thereby 

contributing to a genomic memory. 
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To reach these findings, I introduce methods that we expect will become 

standard in the field of Neurogenomics. These include the optimization of 

procedures for fluorescence-activated nuclear sorting (FANS) and their 

combination with genetic GFP-tagging of the nuclear envelope, which allowed 

cell-type specific analyses using a wide range of NGS technologies in vivo. In 

particular, we generated high coverage profiles for ribosomal-bound mRNA-seq 

(translatome), nuclear RNA-seq (transcriptome), ATAC-seq (chromatin 

accessibility, TF-footprinting and nucleosome positioning), ChIP-seq (protein-

chromatin interactions), and the first Hi-C map (chromatin-chromatin 

interactions) in hippocampal excitatory neurons, both in the basal state and 

after activation with a glutamate agonist. Furthermore, the combination of this 

approach with nuclear immune-staining against Fos allowed the isolation of 

nuclei from excitatory neuronal-ensembles activated in response to the 

exploration of a novel context and the investigation of the chromatin changes 

occurring in these cells in response to experience.  
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Esta tesis describe los eventos reguladores del genoma que ocurren en el 

núcleo de las neuronas excitadoras del hipocampo en ratones adultos durante 

la activación. El estudio provee tanto una colección de métodos innovadores en 

neurogenómica como un novedoso repositorio de datos de NGS con amplia 

utilidad en el campo, que abrirán nuevos caminos para la investigación de los 

mecanismos transcripcionales y epigenéticos que participan en la plasticidad 

neuronal.  

El análisis multi-omico integrativo y longitudinal de los dinamismos de la 

transcripción y la cromatina después del estado epiléptico y la activación 

neuronal dirigida por la experiencia revela mecanismos moleculares que 

contribuyen potencialmente a la metaplasticidad en el cerebro adulto. La 

mayoría de estos procesos moleculares son descritos por primera vez en el 

contexto de la activación neuronal in vivo. En particular: la identificación de 

transcritos mostrando actividad dependiente de unión al ribosoma; la detección 

de varias especies de RNAs no codificantes inducidas por actividad en el 

núcleo; la descripción de el impacto dramático de la actividad transcripcional en 

la accesibilidad de la cromatina en el cuerpo del gen y en los enhancers de los 

genes inducidos por actividad; la unión de novo de factores de transcripción 

regulados por actividad; el aumento de las interacciones promotor-enhancer en 

los genes regulados por actividad; y la formación de lazos génicos que acercan 

el TSS y el TTS de genes activamente transcritos y que podría sostener la 

rápida reincorporación de los complejos de RNAPII. Interesantemente, los 

cambios en la ocupabilidad de la cromatina y las interacciones promotor-

enhancer que permanecen tiempo después de la actividad transcripcional, 

particularmente aquellas dirigidas por AP1, muestran una correlación con las 
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consecuencias deletéreas del estado epiléptico. Estos cambios de larga 

duración podrían participar en las alteraciones de la respuesta neuronal y la 

conectividad del circuito observados en los paradigmas de neuroplasticidad, tal 

vez contribuyendo a una memoria genómica. 

 Para llegar a estos descubrimientos, he introducido métodos que 

esperamos que se conviertan en estándar en el campo de la Neurogenómica. 

Estos incluyen la optimización de procedimientos de clasificación nuclear 

activada por fluorescencia (FANS) y su combinación con el etiquetado genético 

de tipos celulares mediante la expresión de una variante de GFP dirigida a la 

envuelta nuclear, lo que ha permitido el análisis especifico de tipos celulares 

usando un amplio rango de tecnologías NGS in vivo. En particular, se han 

generado perfiles con amplia cobertura para mRNA-seq con unión-ribosomal 

(translación), RNA-seq nuclear (transcripción), ATAC-seq (accesibilidad de la 

cromatina, huellas de TF y posicionamiento nucleosómico), ChIP-seq 

(interacciones proteína-cromatina), y el primer mapa de HiC (interacciones 

cromatina-cromatina) en el hipocampo de neuronas excitadoras, tanto en el 

estado basal como después de la activación con un agonista de glutamato. 

Más aún, la combinación de esta aproximación con la immuno-tinción nuclear 

contra Fos, ha permitido el aislamiento de núcleos de conjuntos de neuronas 

excitadoras activadas en respuesta a la exploración de un contexto nuevo y la 

investigación de los cambios en la cromatina de esas células en respuesta a 

experiencia. 
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3C   chromatin conformation capture 
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5mC   5-methylcytosine 
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AP-1   activating protein complex 1 

ATAC   assay for transposase-accessibility chromatin 
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BETA   binding and expression target analysis 

BRD4   bromodomain- containing protein 4  

BAF BRG1 - associated factor 

CA1   cornus amonis 1 

CaMK   calcium/calmodulin-dependent protein kinase 

cAMP   cyclic adenosine monophosphate 

CBP   CREB-binding protein 
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ChIP   chromatin immunoprecipitation 
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creERT2 cyclization recombination estrogen receptor ligand biding 

domain for tamoxifen 2 

CTCF   CCCTC-binding factor 

DA   differential accessibility 

DAG   differentially accessible gene 

DAR    differentially accessible region 

DEG   differentially expressed gene 

DET   differentially expressed transcript 

DG   dentate gyrus 

DI   differential Index 

DNA   deoxyribonucleic acid 

DNAme  DNA methylation 

DNMT   DNA methyltransferase 

DSB   DNA double strain break 

ecRNA  extracoding RNA 

eRNA   enhancer RNA 

FANS   fluorescence activated nuclear sorting  

FC   fold change 

FDR   false discovery rate 

GB    gene body 

GEO   gene expression omnibus  

GFP    green fluorescent protein 

GO   gene ontology 

GREAT  genomic regions enrichment of annotations 

HAT   histone acetyltransferase 
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HC   home cage 

HDAC   histone deacetylase complex 

HiC   3C coupled with sequencing 

HP1   heterochromatin-associated protein 1 

hPTM   histone posttranslational modifications 

IA   Induced accessibility 

IEG   immediate early gene 

INTACT  isolation of nuclei tagged in specific cell types 

ISWI    imitation switch 

KA   kainic acid 

KCl   potassium chloride 

LAD   lamina-associated domain 

LTP   long-term potentiation 

MAPK   mitogen-associated protein kinase 

MeCP2  methyl CpG binding protein 2 

MEF2   myocyte enhancer factor 2 

mRNA  messenger RNA 

ncRNA  non-coding RNA 

NCS   newborn calf serum  

NE   novel exploration  

NEB   nuclear extraction buffer  

NELF   negative elongation factor 

NeuroD1  neurogenic differentiation 1 

NGS   next generation sequencing 

NIB   nuclear isolation buffer 
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NMDA   N-methyl-D-aspartate 

NRC   nucleosome remodelling complex 

nuRNA  nuclear RNA 

PBS   phosphate-buffered saline 

PCA   principal component analysis  

qPCR   quantitative polymerase chain reaction 

RA   reduced accessibilty 

REB   riboRNA extraction buffer 

RIB    riboRNA isolation buffer 

riboRNA  ribosomal bound RNA 

RNA   ribonucleic acid 

RNAPII  RNA polymerase 2 

RPM   read per million mapped reads 

Sal   saline 

SE   status epilepticus 

SNP   single nucleotide polymorphism 

SRF   serum response factor 

TAD   topological-associated domains  

TAM   tamoxiphen 

TF   transcription factors 

TFBS   TF binding sites 

TPL   triptolide 

TRAP   translating ribosomal affinity purification 

TRE   TPA DNA response element  

TSE   translational silencing element 
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TSS   transcription start site 

TTS   transcription termination site 
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1. Brain plasticity 

1.1. The excitatory brain 

The mammalian brain is a highly compacted tissue composed by great variety 

of cell types, creating a homeostatic system that support an interconnected 

circuitry of cells know as neurons. Although the participation of glial cells (non-

neuronal cells) to the brain function is remarkable, the electrical properties of 

neurons have a direct consequence in animal behavior. Furthermore, the brain 

has the unique ability to constantly adapt animal behavior to the environment 

changes. This highly plastic component relies on the ability of neurons to 

compute and store environment inputs along the network (Herring & Nicoll, 

2016), creating novel information. There are evidences, that brain-related 

functions are acquired through competitive pressure. Thus, the contemporary 

mammals show a clear correlation between their individual cognitive capabilities 

and their ability to adapt in a changing environment.  

Despite the wide range of neuronal types in the mammalian brain, 

neurons can be classified by its excitatory or inhibitory contribution into the 

circuitry. Although both neuronal types are necessary to encode information, It 

has been shown that excitatory neurons contain the major structural changes 

required to re-balance network connectivity (Turrigiano, 2012; Wefelmeyer et 

al., 2016). Those changes will occur at discrete groups of neuronal networks, 

known as memory engrams, whose activation is required and sufficient for the 

storage and retrieval of information (Liu et al., 2012). These engrams are 

distributed along different interconnected brain regions, and each region 

contributes to compute a kind of information. One of the most studied memory 

systems in mammals is the one supporting contextual fear memories. These 
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memories show a clear activation of neurons in two well-known brain regions: 

the hippocampus, which is related with spatial information; and the amygdala, 

which is related with positive/negative balance of the events (emotions) driving 

the freezing response to fear. In addition to their anatomical substrate, 

memories are generally classified in function of their temporal duration in the 

network: short-term, long-term and remote memories. Each of the memory 

categories are related with distinct molecular and network events. For instance, 

long-term and remote memories, can be retrieved long after the creation of the 

memory, but the coding patterns varies over time, older memories (remote) tend 

to be less present at subcortical regions and recruited by neo-cortical 

ensembles (Hofer et al., 2009). At the molecular level, short-term memories can 

be encoded without the induction of transcription or translation, which are 

required for long-term and remote memories, a process known as consolidation 

or memory formation. 

 

1.2. Network plasticity 

Changes in the contained information in neurons are thought to occur through 

changes in network connectivity. At the cellular level, synaptic contacts are the 

smallest unit of network plasticity, and the majority of these, are forming small 

protrusions at dendritic arborizations known as spines. This organization will 

create a compartmentalization along the dendrite for the independent regulation 

of events through neuron contacts (Spruston, 2008; Tonnesen & Nagerl, 2016). 

When changes in the network are needed, these are translated into changes in 

the morphology of the spine and the electrical properties of the synapse, in 

order to increase or reduce the contact weight within the network. Those 
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coordinated events in the remodeling of the network architecture, are developed 

by a cellular process known as synaptic plasticity, considered the structural 

basis of learning and memory (Yang et al., 2009; Caroni et al., 2012).  

Synaptic plasticity involves a wide number of cellular and molecular 

events within individual neurons. Briefly, after significant synaptic 

neurotransmitter release and membrane depolarization, the principal second 

messenger Calcium, will translocate to the cytoplasm and trigger the activation 

of different metabolic pathways, such as MAPK, CaMKs, and calcineurin-

mediated signaling pathways (Sheng et al., 1991; Xing et al., 1996; Bito et al., 

1996; Hardingham et al., 1997). The increase of calcium influx will come from 

the extracellular matrix through ligand-gated ion channels, like NMDA and 

AMPA glutamate receptors, voltage-gated calcium channels, and through the 

release from intracellular calcium stores (West et al., 2001). The intracellular 

activation of these pathways in response to neuronal signaling, will end up 

activating the transcription of activity-regulated genes and local changes at 

synapses, such as the surface expression or internalization of glutamate 

receptors, local mRNA translation, and post-translational modifications of 

proteins (Figure 1, Flavell & Greenberg, 2008; Thomas & Huganir, 2004; Martin 

& Zukin, 2006; Wayman et al., 2008; Holt & Schuman, 2013). All together, we 

will refer to these processes as neuronal activation. 

Neurons require the activation of a transient transcriptional program, 

because the ability to adapt the neuronal network to the environment requires 

de novo synthesis of RNA and proteins necessary for synapse remodeling. The 

aim of this mechanism is to induce a temporal destabilization of the synaptic 

contacts that enables molecular changes that will re-balance the network. In 
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turn, once the synaptic contacts are re-stabilized, will consolidate a change of 

the neuron weight in the network. In summary, synapse to nucleus signaling 

create a strong link between environmental changes and external stimuli, 

neuronal excitability and transcriptional regulation. 

 

 

 

 

 

 

 

 

 

Figure 1.  Schema of the signal transduction networks mediating neuronal 

activity-dependent gene expression, adapted from Flavell & Greenberg, 2008. 

 

2. Activity-driven transcription 

2.1. Transcriptional program 

The correct regulation of transcription is essential for neuronal activation, 

because it will drive the transition from short- to long-term forms of neuronal 

plasticity (Benito & Barco, 2015). The initial wave of transcription induced by 

synaptic activation is very rapid and transient, induces a group of genes that are 

not dependent on de novo protein synthesis, known as immediate early genes 

(IEG). An important number of these IEG encode for proteins that form TF 

complexes, which once translated, translocate to the nucleus and regulate a 
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second wave of gene expression known as late response genes (LRG). The 

majority of these LRGs encodes for effector proteins that participate in neuronal 

network re-modelling (spine maturation, synapse elimination, dendritic growth, 

and excitatory/inhibitory balance), rather than in transcription regulation (Sheng 

& Greenberg, 1990; West & Greenberg, 2011; Mardinly et al., 2016a). 

Some of the IEG-encoded TFs known to regulate the expression of 

LRGs belong to the AP-1, Egr and Nr4a TF-families, as well as the neuronal 

specific TF Npas4 (Milbrandt, 1988; Christy & Nathans, 1989; Lin et al., 2008). 

One of the most described neuronal activity gene is Fos, which was the first 

gene identified as part of the IEG program that respond to the external stimuli in 

mammals (Greenberg & Ziff, 1984). This gene encodes for an AP1 TF-subunit 

that will interact with Jun TF-family to create a leucine-zipper heterodimer with a 

positively charged DNA-binding domain that will selectively interact with the 

consensus sequence, 5′-TGA(C/G)TCA-3′ (Sheng & Greenberg, 1990). Initially, 

was though that AP1 would bind within the promoters of the target genes in 

order to activate its expression (Eferl & Wagner, 2003). Thanks to technological 

advancements in the field of DNA sequencing, was found that AP1 biding sites 

were enriched in distal enhancer elements (Malik et al., 2014). Nowadays, it is 

well stablished that enhancers are distal regulatory sites in the genome that 

play a major role in the cell type-specific regulation of genes, compared to 

promoters (Heintzman, et al., 2009; Long et al., 2016). These observations 

indicate that each cell-type offers a combination of enhancers and TF-biding 

sequences that specify its function during development and adult. For instance, 

after external stimuli AP1 complexes bind to different locus repertory between 
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cell-types (Malik et al., 2014; Vierbuchen et al., 2017), suggesting a differential 

transcriptional output. 

Furthermore, several studies have suggested that varying patterns of 

neural activity can give rise to unique activity-dependent gene programs 

(Worley et al., 1993; Dolmetsch et al., 1998; Deisseroth & Tsien, 2001; Belgrad, 

2018; Tyssowski et al., 2018). When compared excitatory and inhibitory 

neurons, the early IEG expression program is very similar and start to be 

differentiated at the subsequent induced LRGs. Notably, these differences were 

found with ribosome tagging in vivo, which reflects the ongoing translation 

(Sanz et al., 2009; Mardinly et al., 2016b). Single-cell RNA-seq studies in 

different brain areas, found the existence of undiscovered cell-types and 

subtypes (Zeisel et al., 2015). The application of this novel technology in 

experience-induced transcription paradigms has revealed the levels of 

activation of neuronal and non-neuronal cells, and the relation between cell-type 

and cell-state in the brain region of study (Lacar et al., 2016; Hu et al., 2017; 

Wu et al., 2017; Hrvatin et al., 2018). Cell compartment-specific analysis of 

transcript presence can be also very informative to explore other mechanism of 

regulation of gene expression highly relevant in neuronal tissues. For instance, 

neuronal activation does not only regulate transcription, it also regulates 

transcript editing, by mechanisms such as intron skipping, and local translation 

at synapses (Poo et al., 2016; Mauger et al., 2016).  

Not only protein coding genes are transcribed during neuronal activation. 

New sequencing techniques have unveiled novel mechanisms that contribute to 

the complex transcriptional response to neuronal activation such as the 

production of different species of non-coding RNAs (ncRNAs). For instance, 
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enhancer RNAs (eRNAs) that are transcribed at active enhancers and can 

regulate the expression of the associated mRNA (Kim et al., 2010); circular 

RNAs (cRNAs) that derivates form coding genes generally generated during 

alternative splicing (You et al., 2015); and extra-coding RNAs (ecRNAs), which 

are non-polyadenylated sense-strand RNA encoded by a portion of DNA that 

surpass the boundaries of the gene (Savell et al., 2016). Despite the number of 

studies investigating activity-regulated transcripts, there are still outstanding 

questions about the relationship between the transcriptional program, their 

regulation and their relevance in in vivo during pathology and experience-driven 

plasticity. 

 

2.2.  Epigenetic regulation 

By activity-driven transcription we refer to those molecular processes that 

support the regulated expression of genes necessary to consolidate changes in 

a cell after being exposed to external stimuli. Ultimately these processes act at 

the epigenome, a combination of chemical modifications and proteins that 

interact with the genome and has the ability to integrate signals leading to the 

regulation of gene expression through changes in chromatin structure.  

The epigenetic function is based on the ability of numerous proteins to 

read and write the genome without alteration of the DNA code, expanding its 

coding capabilities. The molecular mechanisms underlying epigenetics are not 

easy to classify or to add boundaries between them because the level of 

interaction is very dynamic. Generally speaking, proteins and ncRNAs interact 

directly with the chromatin to regulate the conformation and the transcriptional 

machinery activity, as well as post-transcriptional mechanism of pre-mRNA 
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editing. Here, I will classify the chromatin epigenetic changes in five major 

mechanisms: nucleotide modification, histone posttranslational modification 

(hPTM), histone variant exchange, nucleosome remodelling and chromatin 

conformation (Kouzarides, 2007; Figure 2, Aranda et al., 2015). These 

mechanisms contain complex regulatory layers including proteins and ncRNAs 

that are relevant in many cellular processes, such as cell differentiation and 

division, transgenerational passage of the gene-regulation, and integrations of 

external signals for an adaptive response in post-mitotic cells (Reik, 2007; 

Goldberg et al., 2007).  

During synaptic plasticity, these epigenetic mechanisms play an 

important role in different stages. If we focus on early neuronal activation, the 

rapid expression of IEG program is thought to be accomplished with the 

occupancy of DNA-binding sites by constitutively expressed TFs that respond to 

second messenger (Ca2+, cAMP). Among these sites, the cAMP response 

element (CRE), the serum response element (SRE), and the myocyte-specific 

enhancer factor 2 (MEF2) response element (MRE) that recruit CREB, SRF and 

MEF2, respectively. The binding sites for these TFs are commonly found in the 

enhancer or promoter regions of many IEGs induced by neuronal activation, 

and their activation depends on the ability of these activity-regulated TFs to 

integrate signals through post-translational changes, such as phosphorylation 

(Deisseroth et al., 1998; Flavell & Greenberg, 2008; Benito & Barco, 2015).  

The chromatin state previous to the activation of synaptic plasticity programs is 

crucial for activation because the access to these sites is strongly influenced by 

the methylation status of DNA and the presence of hPTMs. In turn, these TFs 

can modify the epigenome to adapt the next wave of TF encoded by IEGs, such 
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as Fos, Egr1 and Npas4, that will be produced at high levels and regulate the 

expression of the second wave of neuronal plasticity genes. Numerous 

questions related with these mechanisms remain unsolved, as it was shown by 

the recent discovery of the existence of LRGs that are not dependent on de 

novo protein synthesis (Tullai et al., 2017).  

 

 

 

 

 

 

 

 

 

 

Figure 2.  Schema of the Hierarchical layers of chromatin organization in 

mammalian cells, adapted from Aranda et al., 2015. 

 

2.2.1. DNA modifications 

The most studied epigenetic system in mammals is DNA methylation (the 

presence of 5-methylcytosine, 5mC), initially analyzed on CpG islands (CGIs), 

which are enriched at promoter regions. Due to the stability of the methyl group 

on the DNA, 5mC was thought to be less dynamic than other epigenetic marks 

because it displays clear cell type-specific distribution and its variation is 

associated with pathology (Jones, 2012). Methylation of the promoter was 
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initially described as a silencer mark that would recruit CpG binding proteins, 

such as MeCP2 and other transcription repressor factors. The majority of the 

CGIs (>80%) are methylated in somatic cells, with the exception of those CGIs 

found within active regulatory sequences in the cell-type. Often, the promoters 

are less methylated than the enhancers (Stadler et al., 2011). 

Nowadays, it is known that the relationship between DNA methylation 

and transcription is more complex than outlined above. DNA methylation has 

positive and negative transcriptional effects at the promoter and the gene body, 

and can recruit the direct union of transcription factors modulating its binding 

affinity to the motif (Zhu et al., 2016). There are many evidences of the 

repressive function of the 5mC at intergenic regions, but the evidence is less 

clear at intragenic regions where it might show the contrary effect (Jones, 

2012). This increased transcription at highly methylated genes seemed to be 

tissue-specific and interplays with histone modifications during development 

(see section 2.2.2). Additionally, 5mC presence at the gene bodies, has been 

related with the regulation of alternative promoters, alternative splicing and 

spurious transcription (Jones, 2012; Neri et al., 2017; Teissandier & Bourchis, 

2017). Notably, the oxidative derivate of 5mC, 5-hydroxymethylcytosine 

(5hmC), is a less stable epigenetic mark, pinpointing a regulatory function. This 

methylated derivate is very present in brain tissue, and its presence inhibit the 

binding of MeCP2, thus, disrupting the repressive function of 5mC (Gabel et al., 

2015; Mellén et al., 2017). 

In neurons, intragenic 5mC show a negative correlation with transcription 

activation (Lister et al., 2013). Neuronal activation paradigms, such as 

contextual fear conditioning, induces the expression of DNA methyltransferases 
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and DNA de-methylating enzymes (Ma et al., 2009; Sultan et al., 2012; Leach et 

al., 2012; Gavin et al., 2013; Rudenko et al., 2013), demethylation of memory 

formation-related genes and methylation of memory-suppressing genes (Miller 

& Sweatt, 2007; Miller et al., 2010). The maintained activity of the enzymes 

seems to regulate the temporal expression of the genes (Miller et al., 2010). 

Also, during memory consolidation, hippocampal neurons induces DNA 

methylation at regulatory regions located at intergenic and intronic sites (Halder 

et al., 2016). The relevance of DNMTs in the regulation of synaptic effectors 

genes, because its inhibition represses LTP induction (Levenson et al., 2006). 

Interestingly, the expression of IEG like Fos and Egr1 induces de-methylation at 

the promoter and methylation at the 3’ end. The mechanisms that are behind 

the selection of DNA methylation sites and the relation with the chromatin 

epigenomic state are still unclear. 

 

2.2.2. Histone modifications 

Histones are the protein subunits that interact to form an octameric complex 

known as nucleosomes, around which 146 bp of DNA is wrapped. There are 

four families of nucleosome histones: H2A, H2B, H3 and H4. To this we should 

add histone H1, which acts as a linker between nucleosomes. Numerous 

modifications occur at the histone tails, Lysine (K), Arginine (R), and Serine (S) 

residues can be acetylated, methylated, phosphorylated, ubiquitylated, 

sumoylated, ribosylated and citrullinated (Table1, Chrivia et al., 1993). These 

changes are expected to alter the affinity of DNA-binding proteins, nucleosome 

remodelling, chromatin compaction and chromatin interactions. Histone 

modifications are highly dynamic in active transcriptional regulatory regions, 
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known as euchromatin, and more stable in inactive and highly compacted 

genome, known as heterochromatin. These studies give rise to the so called 

neuronal histone code, hypothesis, which aims to predict the functional output 

from the epigenomic state. 

 

Table 1. Classes of histone modifications. 

CHROM. MODIFICATIONS RESIDUES  FUNCTIONS  

Acetylation K-ac Transcription, repair, replication, 

Condensation 

Methylation (K) K-me1 K-

me2 K-me3 

Transcription, repair 

Methylation (R) R-me1 R-

me2a R-

me2 

Transcription 

Phosphorylation S-ph T-ph Transcription, repair, condensation 

Ubiquitylation K-ub Transcription, repair 

Sumoylation K-su Transcription 

ADP-ribosylation E-ar Transcription 

Deimination R > Cit Transcription 

Proline Isomerization P-cis > P-

trans 

Transcription 

 

The interest of several research groups to study histone modifications in 

neurons, particularly histone acetylation, was influenced by the pioneering work 

with CREB1 at the Eric Kandel’s laboratory. This TF is required for the 

formation of long-term memories (Yin & Tully, 1996; Silva et al,. 1998). Its 

activation by serine-133 phosphorylation leads to the recruitment of CBP, a 

histone acetyltransferase (HAT), to downstream plasticity-related genes. 
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Nowadays, it is known that HATs are important for the consolidation of 

memories and brain development in mice (Korzus et al., 2004; Alarcon et al., 

2004; Wood et al., 2005; Wood et al., 2006; Chen et al., 2010; Valor et al., 

2011; Barrett et al., 2011; Malvaez et al., 2011; Maddox et al., 2013; Lipinski et 

al., 2019). In turn, histone deacetylases (HDAC) have the opposite effect and 

function as memory constraints [ref]. HATs and HDACs interact dynamically 

with each other. Their regulation is often complex and involves several 

upstream mechanisms, such as phosphorylation, translocation to the nucleus 

(Lahm et al., 2007) and S-nitrosylation to promote dissociation from chromatin 

(Gräff et al., 2014). The proteins that bind to acetylated histone tails recruit 

protein complexes necessary for transcription activation after neuronal 

activation, such as BRD4 (Korb et al., 2015). 

Another important hPTM is lysine methylation. Depending on the degree 

of histone methylation (me1, me2, me3) and the residue position, the 

modification is associated with active or repressed transcription (Zhang & 

Reinberg, 2001; Jenuwein & Allis, 2001). Lysine methylation has been also 

involved in memory formation and neuronal activation paradigms. For instance, 

H3K9me2, has been related to transcriptional homeostasis, affecting cell-type 

specific gene expression and function (Maze et al., 2010; Covington et al., 

2011; Anderson et al., 2018). Whereas H3K4me3 is a transcriptionally 

permissive mark, inhibits the activity of the de novo DNA methyltransferase 

DNMT3A, preventing methylation at CGIs (Guo et al., 2015). However, the 

interaction between DNMT3B and H3K436me3 increases 5mC at gene bodies 

of active genes in mESCs, equally, during development intragenic H3K27me3 
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and 5mC antagonizes polycomb repression (Wu et al., 2010; Baubec et al., 

2015).  

A direct relationship was found after retrieval of hippocampal dependent 

memory at the intronic region of the IEG Npas4, which shown histone 

methylation of H3K4me3 and DNA-hydroxy-methylation (5hmC), both appearing 

to be required for Npas4 transcription during retrieval (Webb et al., 2017). 

Neuronal activation increases H3K4me3 correlating with local increases in DNA 

methylation and reductions in MeCP2 binding (Mellén et al., 2017). The 

interplay between different histone modifications is highly complex, and can 

give rise to unexpected output, for instance, when HDACs are inhibited, the 

increase of H3K9me2 induced by neuronal activation is blocked (Gupta et al., 

2010). Furthermore, histone modifications also mark differences between 

different types of DNA regulatory sequences. For example, the promoters are 

enriched in H3K4me3 while enhancers show H3K4me1. Notably, also the 

surrounding levels of DNA methylation are different (Zhou et al., 2011).  

 

2.2.3.  Histone variants 

The mammalian genome contains multiple copies of each nucleosome histone 

gene. In addition, there also exist non-allelic and distinct histone isoforms called 

histone variants. The most studied variants are in the H2A and H3 families, 

H2AZ and H3.3 respectively, which are replaced by a nucleosome-remodelling 

complex in an ATP-dependent maner. Each of these variants are involved in 

different chromatin regulatory mechanisms. H2AZ, is involved in establishing 

transcriptional competence and nucleosome stability, usually located at the TSS 

(Weber et al., 2014). H3.3, is involved in nucleosome assembly and is usually 
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incorporated at transcriptionally active genes (Henikoff & Smith, 2015). This 

histone variant appears to be the predominant in the H3 family in the adult 

brain, and its incorporation starts during embryonic development. In neurons, 

histones seem to be in a continuous turnover (Maze et al., 2015). Both histone 

variants, H2AZ and H3.3, where shown to be incorporated into the nucleosome 

during neuronal activation for the regulation of neuronal plasticity and formation 

of fear memory (Zovkic et al., 2014; Dunn et al., 2017; Stefanelli et al., 2018). 

The role of the incorporation of histone variants for inducing a new chromatin 

landscape is not clear, requiring additional studies of their transcriptional effects 

in memory permanence and reactivation. 

 

2.2.4. Nucleosome remodelling 

Chromatin modifiers are known to regulate gene expression by the remodelling 

of nucleosomes, a crucial mechanism for the activity-induced binding of TFs, 

but their role during neuronal activation is not well studied. There are four 

families of nucleosome remodelling complexes (NRCs): BAF, INO80, ISWI and 

CHD. Their actions can be summarized in the regulation of chromatin 

compaction, through active sliding, ejecting or restructuring of nucleosomes 

(Hargreaves & Crabtree, 2011). BAF, is the most studied NRC in neurons, 

because it is known to interact with the neuronal-activity driven-TF AP1. The 

ATP-dependent activation of BAF was shown to be required during dendritic 

and neurite outgrowth induced by neuronal activation (Wu et al., 2007; Vogel-

Ciernia et al., 2013; Yoo et al., 2017, Vogel-Ciernia et al., 2017). The published 

studies in Neurosciences have only investigated the BAF complex, and there is 

a need to further research in the role of other NRCs during neuronal activation 
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paradigms. Furthermore, chromatin remodelers are typically large protein 

complexes in which different combinations of subunits contribute to specify cell 

type-specific functions. Indeed, neurons have been shown to have their unique 

combination (Wu et al., 2007). 

 

2.2.5. Chromatin conformation 

Histones are protein complexes that pack the DNA in a secondary structure 

known as chromatin fibers. The different states of chromatin are defined by 

loose (euchromatin) or dense (heterochromatin) nucleosome packaging, post-

translational histone modifications and the presence or absence of transcription 

regulators. Heterochromatin found at the promoters of actively transcribed 

genes is characterized by an increased chromatin accessibility, histone 

acetylation, and nucleosome displacement due to the presence of TF and RNA 

Polymerase-II Initiation complex. Heterochromatin is enriched in 

heterochromatin-associated protein 1 (HP1) and repressive histone methylation 

marks, H3K9me3 and H4K20me3.  As we have seen before, these chromatin 

structures are crucial for sensing the environmental changes and express a 

transcriptional program to adapt to it. The great number of cis-regulatory 

elements found in the genome, are found principally enriched at intergenic 

regions, far from promoters. These distal elements, enhancers, will influence 

the regulation of gene transcription through looping of chromatin generating 

enhancer-promoter contacts. Thus, how chromatin is spatially organized in the 

nucleus will drive cell type-specific behavior.  

Thanks to the recent combination of chromatin conformation capture 

(3C) methods with next-generation DNA sequencing many hierarchical 
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properties of chromosome conformation structures have been described, such 

as chromatin compartments (Lieberman-Aiden et al., 2009), topologically 

associating domains (TADs) (Dixon et al., 2012; Nora et al., 2012), sub-TADs 

(Phillips-Cremins et al., 2013), insulated domains (Dowen et al., 2014) and 

chromatin loops (Rao et al., 2014). The regions with decondensed chromatin 

and transcriptionally active genes is often referred to as compartment A, 

whereas condensed chromatin with transcriptionally silent genes are referred to 

as compartment B (Rao et al., 2014). Compartments at different chromosomes 

can interact with compartments at other chromosomes, this higher order of 

stratification is also in their nuclear position, being silent regions enriched at the 

nuclear periphery, pericentromeric foci and surrounding nucleolar membranes 

(Lieberman-Aiden et al., 2009; Padeken & Heun, 2014). Both types of 

compartments can contain topological-associated domains (TADs), and the loci 

within come in contact with much more frequency than the loci at other domains 

(Dekker et al., 2013; Rao et al., 2014). These domains can include lamina-

associated domains (LADs), which are condensed chromatin physically 

contacting with laminin proteins at the nuclear periphery. 

Scaffolding proteins are crucial in the regulation of chromosomal 

conformation, which consists on the regulation of cohesin complex dynamics, 

CCCTC-binding factor (CTCF) and the accessory proteins. These are usually 

found at TAD boundaries and chromosomal loops, such as promoter-enhancer 

interactions. Cohesins form a ring-like structures that entrap distant chromatin 

fibers into loops, usually highly enriched in active genes in a cell-type specific 

manner (Nasmyth & Haering, 2009). The cohesin complex is assembled from 

the CTCF, which it is bound at its DNA binding-sequences at each contact site 
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of the loop (Rao et al., 2014; Vietri Rudan et al., 2015), creating a loop-bound 

head-to-head CTCF configuration (Guo et al., 2015). These loops may be 

required to strongly stimulate transcription because, typically, the preinitiation 

complex components at the TSS (general TFs and RNA Pol-II) needs to interact 

with TFs and the mediator complex proteins, such as CBP, that are found at 

distant enhancers (Vernimmen & Bickmore, 2015). This mediator can load 

cohesin to the chromatin, promoting the loop formation (Kagey et al., 2010). 

Again, the interplay between regulatory marks in the epigenome will be crucial 

for chromatin interactions. For instance, hypermethylation of CTCF binding sites 

disrupts topological domains and generates ectopic enhancer-promoter 

interactions (Maurano et al., 2015). 

Not many studies of chromatin conformation have interrogated these 

events during synaptic plasticity. Different models have been proposed to 

explain how neuronal activity can regulated promoter-enhancer interactions. 

Recent studies have proposed that neuronal activation of IEG is under the 

control of enhancer elements that rapidly create the loops in response to 

stimulation (Bharadwaj et al. 2014; Bharadwaj et al., 2015; Joo et al., 2016). In 

turn, this process will induce the synthesis of eRNA, which are transcribed in cis 

at active enhancers, and required for the expression of the IEG (Joo et al., 

2016). Also, it has been shown that synthesis of eRNA can blocks the negative 

elongation factor (NELF) at the Arc gene (Schaukowitch et al. 2014). Notably, 

there are many laboratories studying the described participation of lncRNAs in 

the formation and maintenance of chromatin structures (Keung et al., 2015). A 

novel event shown to occur during neuronal IEG activation is the formation of 

DNA strand breaks by topoisomerase, in order to bring together the promoter 
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and short-range enhancers regions to activate transcription (Madabhushi et al., 

2015). This represents a new level of regulation in order to overcome the 

physical forces that limit small sized loops of chromatin. 

 

2.3. Epigenetics and brain diseases 

We have seen that a large volume of scientific literature indicates that activity-

dependent transcription is a key part of the neuronal response to synaptic 

stimulation. As a result, its deregulation is an important feature of many 

neurological diseases associated with cognitive dysfunction. At the level of DNA 

modifications, mutations on the methyl-CpG biding domain of the transcriptional 

repressor MECP2 is linked to Rett syndrome, an autism spectrum disorder (Guy 

et al., 2011). Co-activators are also implicated in disease, for instance, 

mutations in CBP are associated with Rubinstein-Taybi syndrome, an 

intellectual disability accompanied of a facial phenotype (Lopez-Atalaya et al., 

2014b). These CBP mutations are correlated with long-term memory deficits 

and lower histone acetylation levels (Mullins et al., 2016). Mutations on 

neuronal activated signaling pathways lead to developmental neurological 

disorders, such as Coffin-Lowry (mutations on ribosomal S6 kinase 2, (Hong et 

al., 2005)) and Timothy syndrome (mutations on L-VSCC, (Ebert et al., 2013)). 

Chromatin remodelers also affect neurological disorders, several mutations in 

NRCs coding genes, including BAF subunits, are associated with Coffin-Siris 

syndrome and autism spectrum disorders (López & Wood, 2015), 

demonstrating again the relevance of these protein complexes in cognition 

(Ronan et al., 2013).  
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Furthermore, the majority of studies indicate that disease-associated 

non-coding variants are usually found at cis-regulatory elements and not at 

protein coding sequences.  A recent study revealed that SNPs within AP1 

motifs are a common cause of changes in chromatin accessibility in neurons, 

and suggest to be critical for activity-regulated TFs enhancer selection and 

LRGs induction (Maurano et al., 2012; Maurano et al., 2015). Moreover, in the 

context of chromatin conformation, mutations in cohesin subunits genes 

generate Cornelia de Lange syndrome and demyelination syndromes (Finnsson 

et al., 2015), and CTCF mutations has been linked to microcephaly (Watson et 

al., 2014).   

All these findings underscore the relevance of characterizing the 

molecular mechanisms of activity-dependent transcription, in order to 

understand neurological disorders and network plasticity (Sudhof, 2017). This is 

the case of epilepsy, a severe neurological condition that has a prevalence of 

1% of the population and predisposes the patient to recurrent unprovoked 

seizures or transient disruption of brain function due to abnormal and 

uncontrolled neuronal activity, and can lead to brain damage, disability and 

even death (Urdinguio et al., 2009). The majority of the studies in the mouse 

model of epilepsy induces a single epileptic seizures or status epilepticus (SE) 

exposing the mice to the glutamate receptor agonist kainic acid (KA). Several 

studies showed that the KA-model induces neuronal activation in hippocampal 

excitatory neurons affecting many synaptic effector genes (Kobow & Blumcke, 

2014) after evoking an strong transcriptional response of IEGs (Hevroni et al., 

1998; Ben-Ari & Cossart, 2000; Elliott et al., 2003) and rapid changes in 

chromatin marks and nuclear structure (Sawicka & Seiser, 2012; Huang et al., 
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2002; Crosio et al., 2003; Tsankova et al., 2004; Taniura et al., 2006). Despite 

the efforts in this field, due to technical complexities, it is still lacking a detailed 

and integrative description of all the events. 

 

3. Functional Neurogenomics 

An integrated view of the transcriptional and epigenomic changes triggered by 

neuronal activation in vivo is still lacking, partially because of the special 

challenges derived from brain complexity and cellular heterogeneity. For 

instance, we do not know whether the molecular processes underlaying 

neuronal activation, most of which have only been described in vitro, also occur 

in the brain of behaving animals. We also still ignore the mechanisms that 

sustain the activity-driven transcriptional burst and the nature of the afore 

predicted genomic memory. 

 

3.1 Next Generation Sequencing  

Due to the importance of transcriptional regulation in living organisms, 

functional genomics is a growing approach in many life sciences fields. A better 

understanding of the mechanisms of transcriptional regulation within a tissue or 

cell type is fundamental for inferring molecular functions, and this is also the 

case for the role of activity-driven transcription in neuronal circuit plasticity. An 

important trigger of discoveries has been next generation sequencing (NGS) 

that can generate a large amount of molecular information for the events 

occurring in a given cell at a time. Great efforts have been made for the creation 

of new molecular approaches to NGS libraries preparation, resulting in a wide 

range of tools. An integrative analysis of these tools is the common approach in 
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functional genomics, as they have different nucleotide resolution and different 

levels of the system are interrogated (Telese et al., 2013).  

A way to classify NGS tools is according to the regulatory level of the 

chromatin structure interrogated: primary, secondary or tertiary (Figure 3, Risca 

& Greenleaf, 2015), and within each structure there are different methodologies 

and resolutions: 

- Primary structure: encompasses from 1 nucleotide to a few hundreds 

nucleotides. There are several techniques that approach this chromatin 

regulatory layer. Some tools are used to study the single-nucleotide level to 

usually interrogate sequence variation or nucleotide methylation. Other tools 

cover from tens to hundreds of nucleotides, because interrogate protein 

chromatin-binding or histone modifications, such as ChIP-seq. Those tools 

for analyzing chromatin accessibility, show an intermediate nucleotide 

range. This is the case for ATAC-seq, this technique uses a transposase to 

cut the DNA in fragments, and analytically the data can be used to explore 

several regulatory layers at different nucleotide range, such as footprint of 

TF-binding (101 bp) and nucleosomes position (102 bp). There exist also 

variants of these techniques and the output of data quality, such as ChIP-

exo, which aims for a high-resolution of protein DNA-binding sequence for 

de novo motif discovery.  

- Secondary structure: refers to local structures formed by nucleosome-

nucleosome interactions that range from 102 - 103 bp resolution. Since there 

are not NGS technics for interrogating it, it is unknown the relevance of this 

organizational scale. 
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- Tertiary structure: encompasses from promoter-enhancer contacts (103-105 

bp) to mega-base (Mb, 106 bp) compartments domains. The techniques that 

approach these regulatory layers base their resolution on the minimal 

distance between focis to detect a contact. Those that cover thousands of 

nucleotides usually analyze long-range DNA contacts such as in situ-HiC, 

which increases its resolution for proximal-contacts by increasing the 

sequencing depth. Novel variants of 3C techniques are ChIA-PET and Hi-

ChIP, which merge HiC and Chip-seq tools to interrogate specific protein-

DNA contacts with short-range and long-range interactions by the pulldown 

of a binding protein that form part of the interaction complex, increasing the 

resolution of proximal contacts by clearing noisy interaction data in the 

analysis.  

 

 

 

 

 

 

 

Figure 3.  Schema of the Hierarchical structure of chromatin regulatory levels in 

mammalian cells, adapted from Risca & Greenleaf, 2015. 

 

The conjunctions of all these techniques give to molecular biologists and 

neuroscientists the ability to obtain a big picture of the genome regulatory 

processes in cells and tissues. But regulatory genomic processes cannot be 
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completely understood without the resulting transcriptional output. 

Transcriptional programs can be approached at many levels, all of them based 

on RNA-seq, which variates in function of the sequencing strategy: single-end, 

commonly used for detecting transcript expression; and paired-end, used for 

detecting transcript variant levels and intron retention. Ongoing transcription can 

be measured with a conjunctive analysis of RNA-Pol2 and the synthetized 

transcript with GRO-seq. Ongoing translation can be measured with a 

conjunctive analysis of transcripts bound to ribosomes with TRAP-seq. And 

whole transcriptional programs can be covered from the whole cell or by the 

isolation of cell compartments, such as the nuclear RNA-seq, which will enrich 

ncRNA and unprocessed RNAs as the events in the nuclei are directly related 

to transcriptional activity. 

 

3.2 Neuronal activation study approaches 

In mammals, these tools have been applied to study activity-driven transcription 

studies in cellular cultures or brain region of interest. Different methods have 

been used for inducing neuronal activation, from those that mimic LTP in 

cellular cultures, to those that induces neuronal activation by exposing the 

animal to the formation of new memories (Benito and Barco, 2015). The major 

problems of neuronal cultures are that although neurons can grow and develop 

synaptic contacts, cells are not in the highly homeostatic brain environment and 

culture neurons cannot be obtained from adult brains. The major problems of 

experience-driven neuronal activation are the cellular heterogeneity and the low 

number of activated neurons. For instance, it has been described that only 5% 

of the pyramidal excitatory cells from the hippocampus are activated in a 
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memory spatial task (Liu et al., 2012). Then, although the last gives two levels 

of complexity, cell-type and activated neurons, are the actual levels to 

overcome to really describe neuronal activation in its physiological brain 

function.  

Other issues are the methods used to induce neuronal activation. The 

ones based on drug treatment has been shown to introduce a certain level of 

variability between studies. Due to the blood brain barrier, the majority of the 

strategies used in drug-induced neuronal activation in-vitro or ex-vivo are 

difficult to replicate in vivo, because can only be done by stereotaxic 

experiments, introducing many uncontrolled variables. On the other hand, the 

physiologically-induced neuronal activation makes a challenge to catch only 

activated neurons during the experiment, because only a low number of cells 

will be activated and the rest of cells will dilute or generate a confounding effect.  

These facts promote the use of single-cell sequencing in order to describe the 

distance between cells in function of the transcripts presents in a cell at a 

certain time. The problem of single-cell sequencing approaches are the 

limitations in the range of existing methods for functional genomics and the 

resolution of the data, probably for being a very recent technology.  

Overall, to overcome the problem of the number of activated neurons in 

the hippocampus it has been used drugs such as kainic acid. This drug mimic 

the epileptic effects with a broad and synchronous activation of excitatory 

neurons but also from other cell-type such as astrocytes. Still many technical 

difficulties need to be overcome for the effective application of functional 

genomics in the adult brain. 
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3.3 Functional genomics in the adult brain 

Traditionally neurons can be differentiated by their anatomic position, 

morphology, synaptic connection, electrophysiological properties, 

neurotransmitter identities, and developmental histories. There are a number of 

studies that suggest the existence of a great, and unknown, diversity of cell 

types within a tissue, making difficult the studies at the level of genome 

regulation without the selection of the cell-type. These limitations propelled the 

increase in the number of studies showing novel approaches for the isolation of 

the cell-type of interest. In the field of neuroscience, there is an extra issue for 

those that study the adult brain because of its density and compactivity.  

There are two methods that have been frequently used in the past but 

that have recently lose popularity in functional genomics; these are manual 

sorting (Sugino et al., 2006) and laser capture microdissection (Emmert-Buck et 

al., 1996). Both take an important amount of time for isolating a very small 

number of cells. These methods are useful in the studies of rare population of 

cells, but the low amount of material obtained can make some epigenetic 

techniques impossible to apply. Two other methods, currently more popular, are 

the affinity-based isolation of the cells using antibodies that recognize epitopes 

expressed in the surface of the cells or in specific structures, and the 

fluorescence-activated cell sorting (FACS) that will isolate the cells in function of 

its complexity/size and fluorescence signal.  

The compactivity of the adult brain is the major issue for the study of 

brain genomics and specific methods at the level of tissue disruption and 

genetic-tagging have been applied to solve this issue. The tissue disruption 

methods can be classified in those that preserve the membrane integrity and 
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those that preserve cell compartments. Those that preserve the membrane 

integrity (Saxena et al., 2012) have two disadvantages. First, because of the 

compactivity of the tissue is necessary to be treated with enzymes shown to 

modify transcriptional activity. Second, because the large projections of neurons 

(axons and dendrites) are lost during tissue disruption. These approaches also 

have some advantages: Virtually any protein or RNA express in the cell can be 

used for staining the cells on suspension, and these are the only methods that 

allow a major picture of what is in the cell cytoplasm. In those methods that aim 

to preserve cell compartments integrity, can be difficult to understand the events 

in a process only analyzing a part of the cell, and needs a previous knowledge 

of the proteins and RNAs contained in the compartment before staining. The 

pros of the method are that in general only mechanical dissociation is 

necessary for the isolation of the compartment, and there is a bias in the data 

towards enriching the functions of a compartment, that may not be appreciated 

at the whole cell level.  

The commented difficulties of information extraction of functional 

genomics in the adult brain, nowadays promotes the usage of genetic tagging of 

molecules for the isolation of compartments. This kind of genetic tagging is 

usually combined with cell type-specific genes or activity-regulated promoters 

for the isolation of activated neurons in the adult brain. There are several 

examples of these strategies that are useful in function of the question that 

needs to be solved: those that aim to isolate RNA and those that aim to isolate 

DNA. The RNA molecule is primarily found in the cytoplasm and in the nucleus. 

In the cytoplasm, mature RNAs can be silent or undergoing translation. This is 

the reason why bulk RNA extraction cannot differentiate between translated and 
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silent transcripts. The TRAP system was designed to overcome this problem by 

tagging ribosomes with GFP to isolate the RNA bound to the ribosomes by 

immunoprecipitation and to assess active translation in the cell (Heiman et al., 

2014). Other techniques, such as synaptosome preparation, can be used to 

isolate RNAs from other cell compartments, like the synaptic buttons, to identify 

the RNA molecules stored close to the synaptic terminals and available for 

activity-driven local translation. A novel technique that aim to facilitate the 

isolation of chromatin from specific cell types uses the expression of chimeric 

fluorescent nuclear envelope proteins under the control of cell type-specific 

promoters for pulling-down the tagged nuclei with a method known as INTACT 

(Mo et al., 2015). All these approaches will help to understand many regulatory 

events involved in neuronal plasticity and to study transcription and translation 

regulation in these highly compartmentalized cells.  

In the context of this thesis, I introduced new methods to efficiently profile 

the transcriptome and epigenome of defined neuronal populations in the adult 

brain. Using these methods, I was be able to generate high-resolution, multi-

dimensional and cell-type-specific draft of transcriptional and chromatin 

alterations associated with neuronal activation in vivo, both under physiological 

and pathological conditions. Genome-wide screens and analyses provide 

mechanistic insight into both the rapid changes in gene expression that are 

initiated after neuronal activity and the more enduring changes that may 

underlie processes such as epilepsy and memory formation. 
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This thesis aims to describe the genomic events that underlie neural activity 

dynamics in the adult mice brain in vivo. I will introduce different techniques to 

uncover several levels of transcriptional regulation in excitatory neurons and 

use bioinformatical and data science tools to integrate the different levels of 

information.  The specific objectives are: 

 

1. To generate novel mouse models for the isolation of compartment-

specific (polysomes and nucleus) and cell type-specific transcripts from 

excitatory neurons in the adult brain. 

2. To develop novel methods for flow-cytometry isolation of neuronal nuclei 

based on the expression of heterologous fluorescent proteins or antibody 

tagging of nuclear antigens. Develop the sample preparation compatible 

with a broad range of next generation sequencing technologies, including 

RNA-seq, ATAC-seq, ChIP-seq and HiC. 

3. To investigate the changes in transcript levels induced during status 

epilepticus in hippocampal excitatory neurons. 

4. To apply ATAC-seq at the isolated cell-nuclei for the study of activity-

driven transcription during status epilepticus and memory formation in 

restricted neuronal ensembles. 

5. To develop an integrative multi-omic analysis pipeline for the description 

of genomic events during neuronal activation.  

6. To re-analyse NGS data of previous studies investigating activity-driven 

transcriptome and epigenome changes in order to expand the description 

of the genomic events unveiled in my analyses. 
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Animals and treatments  

The generation of CaMKIIα-creERT2 (Erdmann et al., 2007; from the European 

Mouse Mutant Archive EMMA strain 02125), the cre-dependent riboTRAP  

(Stanley et al., 2013; Jackson labs, stock #030305) and Sun-1 tagged mice (Mo 

et al., 2015; Jackson labs, stock #021039) have been previously described. 

Mice were maintained and bred under standard conditions, consistent with 

Spanish and European regulations and approved by the Institutional Animal 

Care and Use Committee. All strains where maintained in a pure C57BL/6J 

background. Experiments were conducted in 3-6 months old male animals. 

Mice received intragastric administration of tamoxifen as described in (Fiorenza 

et al., 2016) when they were ~2 month-old, and we wait 3-4 weeks before 

experimentation. For the induction of SE by KA (Milestone PharmTech USA 

Inc.), a concentration of 25 mg/kg was injected intraperitoneally. For the 

blocking of transcription by TPL (Triptolide from Tripterygium wilfordii, Abcam 

ab120720) a concentration of 0.8 mg/kg was injected intraperitoneally per mice 

2 h before the injection of KA or Saline.  

Behavioral tasks  

For novelty exposure (NE), individually housed mice received 3-4 days of 5 min 

handling before exposing them to a novel environment. The arena consisted in 

a white acrylic box of 48 x 48 x 30 cm containing objects with different forms 

and colors. A total of six mice were individually placed during 60 min before 

microdissection of the hippocampus and FANS. The novel object location 

memory test followed the protocol of Vogel-Ciernia et al., 2013. Briefly, one 

week after saline or KA administration, a total of 8-9 mice per condition were 

individually habituated to an empty arena (2 exposures of 5 min in consecutive 
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days). For training, the same mice were placed for 10 min in the arena with two 

identical objects 24h after the last habituation session. For location memory 

testing 24 h after training, one of the two objects was moved to a new location. 

The time spent exploring each object was quantified and a Differential Index (DI 

= time exploring the displaced object – time exploring the non-displaced object / 

total time exploring both objects) was calculated. 

Immunohistochemistry and microscopy 

Mice were anesthetized with intraperitoneal injection of ketamine/xylazine, 

perfused with 4% paraformaldehyde in PBS and extracted brains were postfixed 

O/N at 4ºC. Coronal or sagittal vibratome 40 μm sections were obtained, 

washed in PBS and PBS−0.1% Triton X-100 (PBT). Sections were incubated 30 

min with blocking buffer 5% newborn calf serum (NCS, Sigma N4762) – PBT, 

and incubated O/N at 4ºC with the primary antibodies diluted in 5% NCS-PBT. 

The primary antibodies used in this study are α-NeuN (1:2000, Chemicon 

MAB377), α-GAD67 (1:800, Millipore MAB5406), α-Fos (1:500, Synaptic 

Systems 226004) and α-GFP (1:1000, Aves Labs GFP-1020). After primary 

antibody incubation and washing with PBS, sections were incubated with a-

Guinea Pig IgG (H+L) Alexa 594 (1:400, Invitrogen #A-11075) for fluorescent 

labeling. Nuclei were counterstained with a 1 nM DAPI solution (Invitrogen) 

before mounting with Fluoromount (Sigma). Images were taken using Olympus 

confocal inverted microscope and processed using ImageJ. 

Ribosomal-RNA immunoprecipitation sequencing 

TRAP immunoprecipitation followed the original protocol described in Heiman et 

al., 2014 with small changes in the extraction step. Hippocampi were micro-

dissected after cervical dislocation, washed in PBS and submerged into 
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ribosomal extraction buffer (REB-LOW: 150 mM KCl, 10 mM MgCl2, 20 mM 

Hepes-KOH (pH 7.8), 1% IGEPAL CA-630, 0.5 mM β-mercaptoethanol, 1x 

proteinase inhibitors (cOmplete EDTA-free, Roche), 60 U/ml RNasin Plus 

RNasa (Promega N2611), 100 ug/ml cycloheximide). Tissue was homogenized 

(25 times with pestle A and B) using a Dounce homogenizer (K8853000002, 

Kontes-DWK). A total of six hippocampi were pooled together and nuclear 

supernatant was obtained by centrifugation at 2000xg 4ºC for 10 min. Next 

steps followed the original protocol.  

Fluorescent Activated Nuclei Sorting (FANS) 

Novel protocol was designed for the maximum efficiency and specificity, a total 

of 1M nuclei/mice. Hippocampi were microdisected after cervical dislocation, 

rapidly washed in PBS and extracted with the dounce homogenizer (Sigma) 

with 1ml of Nuclear extraction buffer (NEB: 250 mM sucrose, 25 mM KCl, 5 mM 

MgCl2, 20 mM Hepes-KOH (pH 7.8), 0.5% IGEPAL CA-630, 65 mM β-gycerol, 

1mM β-mercaptoethanol, 1x proteinase inhibitors (Roche, cOmplete EDTA-

free), 0.2 mM spermine, 0.5 mM spermidine, 60 U/ml RNasin Plus RNasa 

(Promega N2611), 5% NCS). Tissue was disrupted 15 times with pestle A and 

B, as described above. In case of nuclei fixation, formaldehyde was added in a 

final concentration of 1% after extraction, incubated at room temperature in 

rotation for 10’, and blocked in rotation with 1,25 mM gycline. Hippocampi from 

3 (SE experiments) to 6 (NE experiment) mice were pooled during filtration in a 

35 um mesh capped tube. In case of nuclear staining the nuclei pool was split in 

two tubes of 750 ul total NEB and were stained during 30 min with the primary 

antibody α-Fos-Alexa647 (1:40, sc-52 AF647) or α-NeuN (1:100, Chemicon 

MAB377) at 4ºC in rotation. In case of α-NeuN, the secondary antibody Alexa 
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Fluor-conjugated IgG (1:1000, Life Technologies) was incubated during 15’ 

more at 4ºC in rotation. Nuclei were stained 10 min with DAPI at a final 

concentration of 0.01 mM. After incubation, the nuclei preparation was diluted in 

Optiprep (O) density gradient medium (60% iodixianol, Sigma D1556) up to a 

concentration of 22%. A density gradient was prepared in 13 ml ultracentrifugue 

tube containing at the bottom a layer of O-44% and an upper layer of O-22% 

with the nuclear extraction. The tube was centrifuged at 7,500 rpm for 23 min at 

4ºC and nuclear fraction was collected and transferred into a tube with the 

same volume of nuclear isolation buffer (NIB: 340 mM sucrose, 25 mM KCl, 5 

mM MgCl2, 20mM Hepes-KOH (pH 7.8), 65 mM β-glycerol, 1x proteinase 

inhibitors (cOmplete EDTA-free, Roche), 0.2 mM spermine, 0.5 mM spermidine, 

60 U/ml RNasin Plus RNasa (Promega N2611), 5% NCS). Nuclei populations 

were selected with FACS Aria III (BD Biosciences), selecting DAPI staining, 

singlet nuclei, Sun1-GFP positive, and sorted into a tube with NIB. Flow 

cytometry data was analyzed and plot in Flowjo v10.  

RT-qPCR and RNA library construction  

Bulk RNA extraction from dissected hippocampi was done with TRI reagent 

(Sigma-Aldrich). For TRAPped RNA, after O/N incubation, beads were washed 

3-4 times in ribosomal extraction buffer (RIB-HIGH: 350 mM KCl, 10 mM MgCl2, 

20 mM Hepes-KOH (pH 7.8), 1% IGEPAL CA-630, 0.5 mM β-mercaptoethanol) 

and re-suspended in 350 ul of RLT for purification with RNeasy Micro kit 

(Qiagen 74004). For nuclear RNA, after FANS, 2 millions nuclei were pelleted at 

4ºC 1,000 g for 7 min and re-suspended in RLT for purification with RNeasy 

Micro kit (Qiagen 74004). qPCR was performed in Applied Biosystems 7300 

real-time PCR unit. RNA samples were reverse transcribed using RevertAid 
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First-Strand cDNA syntesis kit (Fermentas) and quantified using Eva Green 

qPCR reagent mix. Samples were assayed in duplicates and the results were 

normalized to Gapdh transcript levels. The sequences of the primers used in 

RT-qPCR assays are: 

Fos Fw 5´-GCTTCCCAGAGGAGATGTCTGT 

Fos Rv 5´-GCAGACCTCCAGTCAAATCCA 

Npas4 Fw 5´-CTGGCCCAAGCTTCTTCTCA 

Npas4 Rv 5´-TCCATGCTTGGCTTGAAGTCT 

Arc Fw 5´-GCAGGAGAACTGCCTGAACAG 

Arc Rv 5´-AAGACTGATATTGCTGAGCCTCAA 

Plp1 Fw 5'-CTTTGGCGACTACAAGACCAC 

Plp1 Rv 5'-ACAGTCAGGGCATAGGTGATG 

Gfap Fw 5´-GGACAACTTTGCACAGGACCTC 

Gfap Rv 5´-TCCAAATCCACACGAGCCA 

Bdnf Fw 5´-GAAGGTTCGGCCCAACGA 

Bdnf Rv 5´-CCAGCAGAAAGAGTAGAGGAGGC 

Gapdh Fw 5’-CATGGACTGTGGTCATGAGCC 

Gapdh Rv 5’-CTTCACCACCATGGAGAAGGC 

 

RNA-seq, library preparation and sequencing were performed at facilities in the 

Center for Genomic Regulation (CRG, Barcelona, Spain). Truseq libraries were 

prepared from ribo-depleted total RNA in the case of nuRNA-seq and from 

polyA-selected mRNA in the case of riboRNA-seq. Samples were sequenced 

(single-end, 50 bp length) using a Illumina HiSeq2500 apparatus with a depth of 

at least 80M reads in nuRNA and 30M reads in riboRNA (Supp. Table 8a). 
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ATAC assay and library construction  

After FANS 50K nuclei were pelleted at 4ºC 1,000 g for 7 min, re-suspended in 

50 ul of transposition reaction (Illumina FC-121-1030) and gently pipette to 

resuspend the nuclei. The assay of transposase-accessibility chromatin coupled 

to massive sequencing (ATAC-seq) experiments were conducted as the original 

protocol (Buenrostro et al., 2013). Briefly, nuclei were incubated with tn5 during 

30 min at 37ºC, and immediately purified with MinElute PCR purification kit 

(Qiagen 28004). In order to reduce PCR induced biases during library 

preparation, after the first 5 PCR cycles, 10% of the sample was monitored with 

SYBR-green qPCR for 20 cycles to calculate the 25% of saturation per sample 

(any sample needed more than 12 PCR cycles in total). Libraries were purified 

with MinElute PCR purification kit (Qiagen 28004). ATAC-assay was performed 

in an Applied Biosystems 7300 real-time PCR unit using Eva Green qPCR 

reagent mix. Samples were assayed in duplicates and results were normalized 

to Gapdh promoter insertion levels. The sequences of the primer pairs used in 

ATAC-qPCR assays are: 

Heterochromatin Fw 5´-CTACCGAGTGTTGATTGCCGT 

Heterochromatin Rv 5´-TGATGCAAGTGTCAAGCTCAATG 

Fos-promoter Fw 5´-GCAGTCGCGGTTGGAGTAGT 

Fos-promoter Rv 5´-CGCCCAGTGACGTAGGAAGT 

Gfap-promoter Fw 5´-TACCAGAAAGGGGGTTCCTT 

Gfap-promoter Rv 5´-AACTCCTCTCACCCCACTGA 

Gapdh-promoter Fw 5’-TTCACCTGGCACTGCACAA 

Gapdh-promoter Rv 5’-CCACCATCCGGGTTCCTATAA 

 



Materials and methods 

 
 

54 

For ATAC-seq, sequencing (paired-end, 50bp length) was performed at the 

CRG facilities (Barcelona, Spain) using a Illumina HiSeq2500 apparatus and a 

depth of at least 100M reads per sample (Supp. Table S8a). 

ChIP- assay and ChIP library construction 

For Bulk ChIP the whole hippocampi from two mice were microdissected and 

pooled together. For sorted ChIP after FANS, 2 millions nuclei were pelleted at 

4ºC 2,000 g for 7 min and re-suspended in SDS-lysis buffer or RIPA-PBS 

buffer. ChIP was conducted as previously described (Lopez-Atalaya et al., 

2013) using the anti-H3K4me3 (Millipore 07-473), anti-H3K27ac (Abcam 

ab4729), anti-CBP (sc583x) and anti-RNAPII (sc901x). ChIP-assay was 

performed in an Applied Biosystems 7300 real-time PCR unit using Eva Green 

qPCR reagent mix. Samples were assayed in duplicates and results were 

normalized to input. The sequences of the primer pairs used in ChIP-qPCR 

assays are: 

Camk2a-promoter Fw 5´-GAGTCCTAGAGAGCATGGGG 

Camk2a-promoter Rv 5´-TGCATACACAGTGCTTCCAAA 

Heterochromatin Fw 5´-CTACCGAGTGTTGATTGCCGT 

Heterochromatin Rv 5´-TGATGCAAGTGTCAAGCTCAATG 

 

For ChIP-seq, library preparation and sequencing (single-end, 50bp length) 

were performed at the CRG facilities (Barcelona, Spain) in a Illumina 

Hi2500Seq apparatus with a depth of 40M reads per sample (Supp. Table 8a).  

In situ Hi-C library construction  

After FANS 2M nuclei were pelleted at 4ºC 2,000 g for 10 min. The nuclei were 

resuspended in ice-cold HiC lysis buffer and the original in situ Hi-C protocol by 
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Rao et al., 2014 was followed. Libraries were prepared with TruSeq and 

sequenced (paired-end 50bp) with Illumina NovaSeq apparatus at the Hudson 

Alpha sequencing facility (Alabama, AL, USA) with a depth of 1B reads per 

sample (Supp. Table 8a).  

Genomic data processing and access 

All sequenced datasets adapters were trimmed using cutadapt v1.18 (Martin, 

2011) and aligned to mm10. Only reads with mapq > 30 and mapping to nuclear 

chromosomes were used for the posterior analysis. Data was processed with 

the extensive use of custom scripts and Samtools v1.9 (Li et al., 2009), bedtools 

v2.26.0 (Quinlan and Hall, 2010) and DeepTools v3.1.0 (Ramirez et al., 2016). 

Whole genome alignments were normalized to RPM (read per million 

sequenced reads) and visualized using IGV v2.3.92 (Thorvaldsdottir et al., 

2013). The datasets generated in this study are listed in Supp. Table 8a and 

can be accessed at the GEO repository using the accession number 

GSE125068. The previously generated datasets deposited in public servers 

used in specific analyses are listed in Supp. Table 8b. 

RNA-seq data: Reads were aligned with HISAT2 v2.1.0 (Kim et al., 

2015). For a clear comparison between riboRNA and nuRNA datasets, reads 

were annotated to exons from Ensemble (GRCm38.89) and quantified using 

Rsubreads v1.26 (Liao et al., 2014). Differential expression analysis was 

performed in DESeq2 v1.10.0 (Love et al., 2014) counting for batch and 

treatment effect. Genes with FDR<0.1 and log2FC > +/-1 were considered 

significantly changed. Transcriptome analyses used the datasets GSE74971 

(Halder et al., 2016) and GSE77067 (Lacar et al., 2016) applying the same cut-

offs used in our study. Comparison of principal neurons (this study) to cortical 
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neurons and embryonic stem cells from GSE96107 (Bonev et al., 2017) was 

done using FPKM values from each dataset. GO terms where analyzed using 

PANTHER v14 with Fisher's Exact with FDR multiple test correction, cut-off was 

done by the number of genes associated to category (< 2,000 genes), the 

number of DEG associated to the category (> 3 genes) and fold enrichment > 3 

(p-value < 0.05). Over-Representation Enrichment Analysis (ORA) was 

performed with WebGestalt, and the use of the DisGeNET human database  

(Bauer-Mehren et al., 2010; Queralt-Rosinach et al., 2016).  

ATAC-seq data: Reads were aligned with bowtie2 v2.2.6 (Langmead, B. 

& Salzberg et al., 2012). Duplicated reads were removed with Picardtools v2.17 

and only paired reads were used for the posterior analysis (the KA-6h biological 

replicate 1 had to be down-sampled). The same pipeline was applied to ATAC-

seq datasets from (GSE63137; Mo et al., 2015) and (GSE82015; Su et al., 

2017). Peak calling was done with MACS2 (Zhang et al., 2008) in the merged 

samples that were going to be compared for Differential Accessible Regions 

(DARs), quantified using Rsubreads on called peaks with FDR < 1e-5. For 

Differential Accessible Genes (DAGs) reads were annotated to the whole gene 

region from Ensembl (GRCm38.89), quantified using Rsubreads v1.26.  DARs 

and DAGs analysis was performed using DESeq2 v1.10.0 counting for batch 

and treatment effect. Regions or Genes with FDR < 0.1 and log2FC > +/-1 were 

considered significantly changed. The analysis of changes in TPL and NE 

experiments, were performed in the DESeq2 including in the experiment design 

the comparisons with KA-1h and Saline respectively that support the reduced n 

for the rlog calculation and value transformations. Unfortunately, due to the 

broad increase of accessibility at the gene bodies, we could not subtract 
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polymerase driven transcriptional events from putative enhancers located at 

introns; the enhancer regions considered in this study were those positioned a 

more than 1 Kb from the TSS (upstream) or TTS (downstream) of annotated 

Ensembl genes (GRCm38.89). GO terms enrichment for DAGs were analyzed 

using PANTHER with Fisher's Exact with FDR multiple test correction, cut off 

was done by the number of genes associated to category (< 2000 genes), the 

number of DEG associated to the category (> 3 genes) and fold enrichment > 3 

(p-value < 0.05). Disease ontology from genes associated to DARs was done 

with GREAT v3.0 (McLean et al., 2010) using standard parameters. Promoter 

and enhancers regions were clustered with unsupervised method (k-means with 

linear normalization method) using seqMiner v1.3.4 (Ye et al., 2011). The 

phastCons score was obtained from the multiple alignments of 59 vertebrate 

genomes (60way Placental) to the mouse genome mm10 (Siepel et al., 2005; 

Pollard et al., 2010). Motif analysis was done at the promoter and enhancer 

sites with HOMER v4.8 using validated database from ChIP-seq experiments. 

Motifs were classified by families (i.e. TRE motif is recognized by a number of 

proteins that form the AP1 complex) and by the detection of the related protein 

coding genes in our nuRNA-seq datasets. Predictive analysis of DARs and 

expression changes was done using BETA v1.0.7 basic activating/repressive 

function prediction with the Ensembl reference (GRCm38.89) and DEG from our 

nuRNA-seq datasets. Nucleosome occupancy information was retrieved with 

the NucleoATAC algorithm v0.3.4 (Schep et al., 2015); the shifting analysis was 

conducted using custom R scripts 500 bp around the TSS. Digital footprint was 

done in DARs promoters/enhancers using the adapted Wellington algorithm for 

tn5 (Piper et al., 2013). ATAC-seq datasets from KA-1h were used to detect the 
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footprints during SE (FDR < 0.01) and in the longitudinal analysis (p-value < 1e-

10).  

ChIP-seq data: Reads were aligned with bowtie2 v2.2.6. Chip-seq meta-

analyses used data generated by (Kim et al., 2010; Malik et al., 2014; Halder et 

al., 2016; Scandaglia et al., 2017); in some cases the positions had to be trans-

mapped to mm10. Peak calling was done with MACS2 v2.1.1 with default 

parameters. 

HiC data: Hi-C datasets were processed using the Juicer pipeline 

(Durand et al., 2016) to align reads to the mm10 genome, filter duplicates, 

perform matrix normalizations, and obtain the eigenvector. Reads with a 

mapping quality >= 30 and binned at 25 Kb were used in all downstream 

analyses. Distance normalization was done using the formula ("#$%&'%()%*+%,-%()
(%*+%,-%(/0)

. 

Significant enhancer -promoter interactions were called using Fit-Hi-C v1.1.3 

(Ay et al., 2014) separately for each dataset with an FDR of 0.05. Fit-Hi-C 

interactions were compared across samples using the distance normalized 

signal. Intragenic interactions were visualized across genes with high and low 

nucRNA-seq signal categorized by the top and bottom quartiles respectively. 

High intensity interactions known as CTCF loops were identified via HiCCUPS 

v1.7.6 (rao et al., 2014) in each dataset and differential loops were searched for 

by selecting for 2-fold changes in interaction signal in a combined total list of 

loops. To examine the most dramatically changed loops in the published Hi-C 

data for in vitro differentiated cortical neurons (CN) and embryonic stem cells 

(ES) (GSE96107; Bonev et al., 2017), we searched for 4-fold changes and then 

plotted the average distance normalized Hi-C signal in each dataset. One-

dimensional interaction plots were derived by isolating all Hi-C interaction signal 
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with each specified anchor. Because Nptx2 lied at the border of two 25 Kb bins, 

the average interaction signal across both bins was used.  

Statistical analyses 

Set of mice with the same age and sex were raised in the same conditions and 

randomly allocated to the different experimental groups. Blinding was not 

applied in the study because animals need to be controlled by treatment 

conditions. No statistical methods were used to pre-determine sample sizes but 

our sample sizes are similar to those reported in similar publications (Mo et al., 

2015). In addition, sample size was estimated according to data variance and 

correlation between biological replicates and the distance to control condition. 

No data was excluded from the analyses. All statistical analyses were two-

tailed. For pairwise comparison of averages, data were tested for normality 

using Shapiro’s test. If any of the two samples were significantly non-normal, a 

non-parametric Mann-Whitney U/Wilcoxon rank-sum test was executed instead. 

When variances between groups were the same, a 2-way ANOVA was applied 

in the riboRNA-qPCR experiments. For multiple comparisons Kruskal-Wallis 

test was applied and Dunn test when the number of observations were unequal 

between groups. Bonferroni-corrected pairwise tests were used where 

appropriate post-hoc to correct for multiple comparisons. P values were 

considered to be significant when α < 0.05. Assuming the linear relation of the 

data, correlation was used. Bar plots and cumulative plots centered regions 

indicate the mean ± s.e.m, unless otherwise indicated. Heat maps show 

Euclidean clusters. For one-dimensional interaction plots, changes in 

interactions were significant if above the 99.9% confidence interval derived from 

all the fold changes in the plot.  
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For data availability see inventory of Supplementary tables in page 125. 
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Abstract 

Activity-driven transcription plays an important role in many brain processes, 

including those underlying memory and epilepsy. Here, we combine genetic 

tagging of nuclei and ribosomes with RNA-seq, ChIP-seq, ATAC-seq and Hi-C 

to investigate transcriptional and chromatin changes occurring in mouse 

hippocampal excitatory neurons at different timepoints after synchronous 

activation during seizure and sparse activation by novel context exploration. 

The transcriptional burst is associated with an increase in chromatin 

accessibility of activity-regulated genes and enhancers, de novo binding of 

activity-regulated transcription factors, augmented promoter-enhancer 

interactions, and the formation of gene loops that bring together the TSS and 

TTS of induced genes and may sustain the fast re-loading of RNAPII 

complexes. Some chromatin occupancy changes and interactions, particularly 

those driven by AP1, remain long after neuronal activation and could underlie 

the changes in neuronal responsiveness and circuit connectivity observed in 

these neuroplasticity paradigms, perhaps thereby contributing to metaplasticity 

in the adult brain. 
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Introduction  

Activity-dependent transcription is a key part of the neuronal response to 

synaptic stimulation and is essential for the transition from short- to long-term 

forms of neuronal plasticity 1, 2. As a result, its deregulation is an important 

feature of many neurological diseases associated with cognitive dysfunction 3. 

This is the case for epilepsy, a severe neurological condition that predisposes 

the patient to recurrent unprovoked seizures or transient disruption of brain 

function due to abnormal and uncontrolled neuronal activity, and can lead to 

brain damage, disability and even death. Beyond this pathological setting, 

activity-dependent transcription is also thought to contribute to the changes in 

circuit connectivity and neuronal responsiveness that are necessary for memory 

formation 1, 4. Thus, it has been hypothesized that the formation of long-term 

memory, which requires the activation of tightly regulated transcriptional 

programs during learning, relies not only on synaptic changes but also on 

modifications in the chromatin of activated neurons 5, 6. These epigenetic 

changes may contribute to long-lasting or permanent changes in the expression 

and responsiveness of genes involved in synaptic function, thereby 

representing a sort of genomic memory.  

New sequencing techniques have unveiled novel processes that 

contribute to the complex transcriptional response to neuronal activation, such 

as activity-regulated intron skipping, double-strand breaks, and the production 

of different species of non-coding RNAs (ncRNAs), including enhancer (eRNAs) 

and extracoding RNAs (ecRNAs) 7-13. Despite this progress, an integrated view 

of the transcriptional and epigenomic changes triggered by neuronal activation 

in vivo is still lacking, partially because of the special challenges derived from 
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brain complexity and cellular heterogeneity 1. For instance, we do not know 

whether the processes mentioned above, most of which have only been 

described in vitro, also occur in the brain of behaving animals. We also still 

poorly understand the mechanisms that sustain the activity-driven 

transcriptional burst and the nature of the afore predicted genomic memory. 

Here, we introduce methods to efficiently profile the transcriptome and 

epigenome of defined neuronal populations in the adult brain. Using these 

methods we were able to generate the first high-resolution, multi-dimensional 

and cell-type-specific draft of transcriptional and chromatin alterations 

associated with neuronal activation in vivo, both under physiological (novel 

context exploration) and pathological (status epilepticus). Our genome-wide 

screens and analyses provide molecular insight into both the rapid changes in 

gene expression that are initiated after neuronal activity and the more enduring 

changes that may underlie processes such as epilepsy and memory formation. 

 

Results  

Nuclear tagging enables neuronal-specific genomic screens and reveals broad 

changes to the nuclear transcriptome upon status epilepticus 

To investigate the transcriptional and chromatin changes specifically occurring 

in forebrain principal neurons upon activation, we produced mice in which the 

nuclear envelope of these neurons is fluorescently tagged 14 (Fig. 1a-b). This 

genetic strategy combined with fluorescence activated nuclear sorting (FANS) 

allowed us to isolate this neuronal nuclei type from adult brain tissue (Supp. 

Fig. 1a-c). After FANS, sorted nuclei can be used in different applications, from 

nuclear RNA (nuRNA) quantification (Supp. Fig. 1d) to chromatin 
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immunoprecipitation (ChIP) (Supp. Fig. 1e) and enzymatic treatments like the 

assay for transposase-accessible chromatin (ATAC) (Supp. Fig. 1f). FANS 

represents a substantial improvement over cell sorting because it prevents the 

stress response triggered by neuronal dissociation that can occlude activity-

induced changes. Moreover, since our method does not require the use of 

antibodies against GFP, it can be combined with immunolabeling for secondary 

sorting to increase the specificity of the cellular population under investigation.  

 

 

Figure 1. SE triggers broad changes of the nuclear transcriptome. a. Crossing of the TMX-

inducible Cre-driver line CaMKII-creERT2 with mice that express SUN1-GFP in a Cre-

recombination-dependent manner allows the tagging of the nuclear envelope in forebrain 

principal neurons for subsequent FANS-based isolation. b. Confocal images of principal 

hippocampal neurons in the CA1, CA3 and DG subfields stained against GFP (green) and the 
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neuronal marker NeuN (red). Similar results were obtained in 6 independent experiments. c. 

Top: Scheme depicting seizure strength and duration in KA-treated animals. Mice were injected 

with KA (25 mg/kg) and sacrificed at various time points (0’: n = 4; 15’: n = 3; 1 h: n = 4; 6 h: n = 

2, biologically independent samples). Bars indicate mean ± s.e.m. As a reference, control mice 

were treated with saline and sacrificed 1 h after treatment. Bottom: RT-qPCR assays show 

transient IEG induction. d. Experimental design for KA-induced neuronal activity, nuclei isolation 

and application of next generation sequencing (NGS) techniques. e. Volcano plot showing the 

significance and p-value distribution after differential gene expression analysis using DESeq2. 

AD: activity decreased; AI: activity induced (Sal: n = 2; KA-1h: n = 2, biologically independent 

samples). f. Transcript classification according to ENSEMBL for DETs 1 h after KA. TEC: To be 

Experimentally Confirmed. g. Number of processed transcript species detected for DETs 1 h 

after KA in the nuRNA-seq screens. miRNA: micro RNA; snoRNA: small nucleolar RNA; 

lincRNA: long interspersed non-coding RNA. h. The nuRNA-seq screen detects activity-induced 

eRNA and other nucleus-resident ncRNAs. We also present the riboRNAseq tracks for 

comparison. Values represent counts in RPM (read per million). The arrows indicate transcript 

directionality. i. Genomic track for the gene encoding hippocalcin (Hpca), a calcium-binding 

protein that is highly expressed in the hippocampus and downregulated upon SE. Values 

represent counts in RPM.  

 

Exposure to the glutamate receptor agonist kainic acid (KA) is often used 

to model a single epileptic seizure episode – aka status epilepticus (SE) – in 

experimental animals. SE evokes a strong transcriptional response in the 

hippocampus that includes the transient transcription of immediate-early genes 

(IEGs) 15, 16 and rapid changes in chromatin marks and nuclear structure 17-20. 

Nuclear envelope-tagged mice were treated with 25 mg/Kg of KA, which causes 

a strong and synchronous activation in all the hippocampal subfields leading to 

a robust but transient induction of IEGs (Fig. 1c). We used FANS to isolate 

nuRNA from hippocampal principal neurons of KA- and saline-treated mice 
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(Fig. 1d and Supp. Fig. 1g). This screen detected over 2,075 differentially 

expressed transcripts (DETs) (Fig. 1e and Supp. Table 1), unveiling a broader 

impact and less skewed distribution than previous studies of activity-induced 

transcription 2. We observed the induction of a rich variety of transcripts, 

including eRNAs and other nucleus-resident species (Fig. 1f-h). These profiles 

did not present the typical enrichment for 3’ sequences observed in mRNA-seq 

and covered both exons and introns (Fig. 1h and Supp. Fig. 1h). These results 

indicate that nuRNA-seq is particularly well suited for studying dynamic 

transcriptional responses because the signal precisely reflects the time point in 

which the transcripts are produced. As a result, nuRNA-seq provides a finer 

detection of activity-induced changes, particularly for transcripts that are already 

expressed in the basal state. It also unveils the transient downregulation of 

hundreds of transcripts (Fig. 1e, i), including many genes involved in basal 

metabolism (Supp. Fig. 1i).  

Compartment-specific transcriptomics reveals the uncoupling of the SE-induced 

neuronal transcriptome and translatome 

We next used the same genetic approach to tag ribosomes and identify the pool 

of mRNAs that are translated in response to seizures (i.e., the activity-induced 

neuronal translatome) (Fig. 2a-c and Supp. Fig. 2a). Translating ribosomal 

affinity purification (TRAP) 21 led to an enrichment for neuron-specific transcripts 

and depletion of glia-specific transcripts (Fig. 2d and Supp. Fig. 2b). The 

sequencing (referred to as riboRNA-seq) and analysis of TRAPped mRNAs 

retrieved 189 differentially translated genes (DTGs) (Fig. 2e, Supp. Fig. 2c-e 

and Supp. Table 2). Most of these DTGs are protein-coding (Fig. 2f and Supp. 

Fig. 2f) and relate to Gene Ontology (GO) functions such as Transcription 
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cofactor activity, Kinase activity, Histone acetyltransferase and Chromatin 

binding, being the nucleus the most enriched cellular component (Supp. Fig. 

2g, red bars). Notably, the small set of activity-depleted mRNAs is also related 

to transcriptional regulation (Supp. Fig. 2g, blue bars), which further 

underscores the importance of transcriptional and epigenetic regulation in 

activity-dependent processes. 

 

Figure 2. Compartment-specific transcriptomics reveals changes in neuronal transcripts 

production and translation. a. Crossing the TMX-inducible Cre-driver line CaMKII-creERT2 
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with mice that express GFP-L10a in a Cre-recombination-dependent manner allows the tagging 

of ribosomes in forebrain principal neurons for subsequent IP-based isolation. b. Confocal 

images of principal neurons in the CA1 subfield and cortex stained against GFP (green) and the 

neuron marker NeuN (red). Similar results were obtained in 3 independent experiments. c. 

Experimental design for KA-induced neuronal activation and ribosomal RNA isolation. d. 

Genomic snapshots for representative examples of glia-specific (Plp1), housekeeping (ActB) 

and activity-induced (Fos) genes. Values indicate the levels of counts in RPM. e. Volcano plot 

showing the significance and p-value distribution after differential transcript abundance analysis 

using DESeq2. AD: activity decreased; AI: activity induced. Sal: n = 3, KA-1h: n = 3, biologically 

independent samples. f. Heatmap of fold changes in DTGs retrieved in the riboRNA-seq screen. 

g. Density distribution of DTGs and DETs in the riboRNAseq and nuRNAseq screens, 

respectively. Colors indicate the distribution of protein coding vs all biotypes. h. Correlation of 

fold change (FC) values for genes significantly regulated (FDR < 0.1, 372 genes) in both 

datasets (blue). All other detected genes are labeled in gray. Cytoplasm: Sal: n = 3, KA-1h: n = 

3; nucleus: Sal: n = 2, KA-1h: n = 2, biologically independent samples. The Pearson’s 

correlation index is shown. i. Scatter plot of log2 FC for genes exclusively upregulated in the 

cytoplasm (FDR < 0.1; Sal: n = 3, KA-1h: n = 3, biologically independent samples) and its FC 

value in the nucleus (colors indicate FDR significance in nuRNA-seq analysis: n.s.: FDR > 0.1 in 

nuRNA-seq; Sal: n = 2; KA-1h: n = 2, biologically independent samples). j. Comparison of 

nuRNA-seq and riboRNA-seq tracks in Nfkbiz. The vertical scale shows counts in RPM. k. 

Metagene mapability profiles for riboRNA-seq (Sal: n = 3, KA-1h: n = 3) and nuRNA-seq (Sal: n 

= 2, KA-1h: n = 2) samples at genes upregulated in both datasets. The red bar to the right 

indicates the significant difference downstream of the TTS in nuRNA-seq. The solid lines 

indicate the mean and the shaded lines the s.e.m.  

 

The availability of neuronal-specific riboRNA-seq and nuRNA-seq data 

provides a unique opportunity for the dissection of RNA-related mechanisms 

involved in the response to activation. First, the comparison of the number, 

magnitude and distribution of the changes confirmed the special suitability of 
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nuRNA-seq for transcriptional dynamics studies (Fig. 2g and 1h-i). Second, 

despite these differences, we observed a robust correlation between changes in 

both screens demonstrating the coordinated regulation of RNA transcription and 

export upon neuronal activation (Fig. 2h). Third, we identified a small number of 

transcripts that escape the general correlation. These mRNAs show an increase 

in riboRNA-seq profiles but no change, or even a decrease in nuRNA-seq 

profiles. This pattern suggests that activity-dependent regulation of these 

transcripts occurs at the translational levels rather than at the transcriptional 

level (Fig. 2i and Supp. Fig. 2h, discordant). Notably, some of these genes are 

known to be post-transcriptionally regulated in other cell types 22. This is the 

case with Nfkbiz (Fig. 2j), which encodes an atypical member of the NF�B 

family and harbors a translational silencing element (TSE) in the 3’ UTR that 

destabilizes the mRNA 23, 24. Fourth, we observed striking differences in the 

transcription termination site (TTS) of IEG transcripts obtained after nuclear and 

ribosome-bound RNA isolation (Fig. 2k and Supp. Fig. 2i). The nuclear 

transcripts were consistently longer, extending several hundred base pairs after 

the annotated TTS (Fig. 2k, red bar). This observation indicates that activity-

induced ecRNAs, which have been postulated to prevent gene inactivation in 

embryonic neuronal cultures 8, are also produced in the adult brain. Overall, 

these findings underscore the value of parallel compartment-specific 

transcriptome analyses to unveil novel regulatory mechanisms.  

The activity-induced transcriptional burst causes a dramatic increase in 

chromatin accessibility at IEGs  

To precisely correlate transcriptional differences with changes in chromatin 

occupation and TF binding, we next assessed chromatin accessibility by ATAC-
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seq 25. The combination of FANS and ATAC-seq revealed that the chromatin 

accessibility profile of hippocampal neurons (Supp. Fig. 3a-c) is dramatically 

altered during SE (Fig. 3a). The differential accessibility screen retrieved more 

than 30,000 differentially accessible regions (DARs) (Fig. 3b and Supp. Table 

3a), providing a deeper survey of activity-dependent changes than previous 

analyses 26 (Supp. Fig. 3d-f). While KA-induced increase of chromatin 

accessibility was primarily observed within gene regions, particularly within 

close proximity of the TSSs (< 1 Kb), modest chromatin closing occurred more 

frequently at intergenic regions (Supp. Fig. 3g). Overall, the most prominent 

changes in chromatin accessibility correspond to the opening of gene regions 

(Fig. 3c) 
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Figure 3. Neuronal activation causes a dramatic increase in accessibility at activity-

regulated genes associated with the transcriptional burst. a. Genomic profile at the chr19 

locus containing the activity-induced genes Npas4 and Cpeb3 (in red). b. Volcano plot showing 

the significance value distribution after DAR analysis using DESeq2; upper values indicate 

number of regions and percentage of all the accessible regions detected. RA: Reduced 

accessibility; IA: Increased accessibility. Sal: n = 2, KA-1h: n = 2, biologically independent 

samples. c. Density distribution of highly significant intragenic and intergenic DARs (FDR < 10-4) 

after DESeq2 analysis. RA: Reduced Accessibility; IA: Increased Accessibility. Sal: n = 2, KA-

1h: n = 2. Values obtained by DESeq2 analysis. d. Metagene plot for ATAC-seq (Sal: n = 2, KA-

1h: n = 2), RNAPII-ChIP-seq (Sal: n = 1, KA-1h: n = 1) and nuRNA-seq signals at upregulated 
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genes 1 h after saline or KA administration retrieved by DESeq2 analysis. (log2FC > 3; FDR < 

0.1; Sal: n = 2, KA-1h: n = 2). e. Violin plot showing the shift in the distribution of nucleosome 

positioning at the TSS of downregulated and upregulated genes 1 h after KA (purple density 

plot) or after TPL+KA treatment (orange density plot). The boxplot indicates the median, 

interquartile range and min./max. The dashed red line indicates no shift at 0. KA-1h: n = 2, 

TPL+KA-1h: n = 1. ***: p-adjusted < 0.00001 in pos hoc Dunn test for Kluskal-Wallis with 

multiple comparisons. f. Top: Genomic snapshots of ATAC-seq, nuRNA-seq and RNAPII-ChIP-

seq profiles in control and activity-regulated genes 1 h after saline or KA administration. Bottom: 

Impact of TPL in ATAC-seq profiles. Values indicate the levels of counts in RPM (read per 

million). g. Experimental design for the TPL blockage of KA-induced changes. h. Distribution of 

the difference of log2FC for “KA-1h” and “TPL+KA-1h” at the DARs detected in KA-1h. The 

DARs considered to be transcription independent (log2 FC difference smaller than ± 0.25) 

occupy the gray box.  

 

 We next used binding and expression target analysis (BETA) to integrate 

ATAC-seq and RNA-seq data 27 and found that the increase in chromatin 

accessibility throughout the gene body is an excellent predictor of transcriptional 

activation (p < 3.86x10-36, Supp. Fig. 4a). ATAC-seq data correlated with 

changes in the riboRNA-seq and nuRNA-seq screens (Supp. Fig. 4b), but 

correlation was stronger and depended on more genes in the case of nuRNA-

seq (Supp. Fig. 4c and Supp. Table 3b). These comparisons revealed a very 

prominent increase in accessibility at the gene body of activity-induced genes 

that extended beyond the TTS and narrowly matched transcript production (Fig. 

3d). We next investigated the relationship between changes in accessibility, 

transcription and RNA polymerase II complex (RNAPII) binding. Experiments in 

neuronal cultures have suggested that IEGs may have pre-assembled RNAPII 

at the TSS in the basal state 28. RNAPII poising is however not evident in vivo. 

Although we detected a modest presence of RNAPII at the promoter of rapid 
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response genes in saline-treated mice, SE triggered a robust de novo binding 

(Fig. 3d). Nucleosome positioning at the TSS of activity-regulated genes 

showed a shift of the +1 nucleosome in activity-induced genes, also reflecting 

the de novo entrance of RNAPII (Fig. 3e) 29. In addition to promoter binding, 

neuronal activation increased RNAPII occupancy of the gene body and the TTS 

in activity-regulated genes matching the production of extended nuclear 

transcripts (Fig. 3d, f) and enhanced intragenic accessibility (Supp. Fig. 4d). 

These results suggest that the enhanced accessibility at IEGs reflects the 

continuous passage of the RNAPII. To assess this hypothesis, we examined the 

effect of triptolide (TPL), a drug that inhibits transcription initiation 30, 31, in 

chromatin accessibility changes (Fig. 3g). Both IEG induction (Supp. Fig. 4e) 

and increased accessibility in the gene body of upregulated genes (Fig. 3f and 

Supp. Table 3c) were reduced in animals treated with TPL before KA 

administration. The impact of TPL on DARs was more prominent in the genes 

that show the largest changes (Supp. Fig. 4f) and stronger in gene bodies than 

TSSs (Supp. Fig. 4g), thereby confirming that most of these changes are 

directly derived from the traffic of RNAPII during the transcriptional burst. 

Administration of TPL also prevented the nucleosome shift at the TSS caused 

by the entry of new RNAPII complexes (Fig. 3e, orange violins). Interestingly, 

our analyses show that about 30% of the regions with altered accessibility in 

response to KA were not affected by TPL (Fig. 3g-h), indicating that other 

mechanisms, such as the de novo binding of activity-regulated transcription 

factors (TF) and the recruitment of co-activators, also contribute to activity-

dependent changes in the chromatin. 
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TF and transcriptional co-activator binding at activity-regulated enhancers 

Similar to TSSs and intragenic sequences (Fig. 3d), SE-induced changes at 

extragenic regions (> 1 Kb from gene body) also correlate with transcriptional 

changes in the proximal genes (Supp. Fig. 5a). To explore these changes in 

greater detail, we classified the accessible extragenic regions in the chromatin 

of mature excitatory neurons into promoters and putative enhancers 

distinguishing between regions with a stronger or weaker epigenetic signature 

(Fig. 4a). Promoters were characterized by the prominent presence of RNAPII 

and H3K4me3, along with a depletion of H3K4me1. In contrast, putative 

enhancers presented enrichments for the histone post-translational 

modifications (HPTM) H3K4me1 and H3K27ac and binding of the transcriptional 

co-activator and lysine acetyltransferase CREB-binding protein (CBP). About 

10% of these promoter regions and 25% of the putative enhancer regions 

showed changes in accessibility during SE (Supp. Fig. 5b). Notably, these 

changes were consistent with ChIP-seq profiles for the binding of RNAPII and 

CBP upon SE, indicating that the changes are driven by the activity-dependent 

recruitment of transcriptional complexes. While promoters and strong 

enhancers showed robust activity-dependent binding of both RNAPII and CBP, 

weak enhancers only showed CBP binding (Supp. Fig. 5c), indicating that they 

may be poised for activation 32. Consistent with this view, we detected an 

activity-dependent increase in H3K27 acetylation at the same sites (Supp. Fig. 

5d) in primary cultures of embryonic cortical neurons stimulated with KCl 33. 

Furthermore, activity-dependent CBP recruitment and increased H3K27 

acetylation occurred at both TPL-sensitive and TPL-resistant sites (Supp. Fig. 

5e-f), which suggests that CBP recruitment and enhancer activation may be 
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independent of RNAPII action. Intriguingly, 75% of the activity-induced-

transcripts are associated with activity-driven changes in accessibility (Fig. 4b 

and Supp. Fig. 5g), but only 25% of promoters and 10% of enhancers 

displaying increased accessibility are linked to activity-induced transcripts 

(Supp. Fig. 5h). This discrepancy indicates that synaptic activity triggers a large 

number of chromatin changes that are not directly associated with transcription 

in the nearest gene. 
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Figure 4. Neuronal activation induces TF-binding at extragenic sites. a. K-mean clustering 

for accessible extragenic regions (± 5 Kb) generated using the profiles of ATAC-seq, 

nuRNAseq, and ChIP-seq for RNAPII, CBP, H3K27ac, H3K4m3 and H3K4m1 in hippocampal 

chromatin of naïve animals (this study and 49, 50). b. Left: Violin plot shows the log2FC 

distribution and number of upregulated nuclear transcripts with promoter/enhancer annotations 

that change (cyan dots) or do not change (black dots) during SE. ***: The boxplot indicates the 

median, interquartile range and min./max. Sal: n = 2, KA-1h: n = 2; p-adjusted value = 2.10-16 in 

Kruskal-Wallis test. Right: The sector graph shows the percentage of regions according to their 

annotation and change upon SE. c. Motif enrichment after HOMER analysis at detected 

promoter/enhancer accessible regions from reduced accessibility (RA, blue), increased 

accessibility (IA, red) and constant (gray) regions. Sal: n = 2, KA-1h: n = 2. d. Scheme of digital 

footprinting analysis. Red arrows indicate sites accessible to tn5 cutting. Occupied TF-binding 

sites are more protected than the immediate surrounding. e. Motif enrichment significance after 

HOMER analysis at detected footprints in IA-promoters and –enhancers. Sal: n = 2, KA-1h: n = 

2. f. Digital footprinting at enriched motifs and number of motifs detected (values correspond to 

normalized tn5 insertions). g. As an example, the snapshot shows nuRNAs, ATAC-seq, RNAPII 

and CBP binding at regions flanking Fos in saline, KA-1h and TPL+KA-1h samples (values in 

RPM). Annotations label the detected footprints (in red, less stringent footprints) and 

classification for the regions (blue: promoters; gray: enhancers). The upper insets zoom on 

enhancers with detected eRNAs. Arrows indicate transcript directionality.  

 

We next investigated the abundance of TF binding sites at accessible 

regions that show a significant increase, reduction or no change in accessibility 

upon SE. The promoters and enhancers showing an increase in accessibility 

were enriched for motifs recognized by TFs involved in neuronal plasticity 

processes such as AP1 (TRE) and CREB (CRE) 2. In turn, the promoters and 

enhancers displaying reduced accessibility showed enrichment for motifs 

associated with neuronal identity such as NeuroD1 (Fig. 4c). This result 

pinpoints again to a competition between activity-regulated genes and other 
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highly expressed neuronal genes for the basal transcriptional machinery. 

Interestingly, constitutive promoters and enhancers were both enriched in CTCF 

binding sites, suggesting that the general architecture of the chromatin in 

neurons is not severely altered upon activation. To directly assess the 

occupancy of these sites before and during SE, we analyzed their digital 

footprints in ATAC-seq profiles (Fig. 4d). Occupancy by the activity-regulated 

TFs CREB, SRF, AP1 and MEF2C was detected in promoter and enhancer 

regions. While the footprint for the CREB family was stronger in promoters than 

in enhancers, the footprints of AP1 and MEF2C presented the opposite pattern 

(Fig. 4e-f). Upon SE, constitutive activity-regulated TFs, such as SRF and 

CREB, did not show large changes in their footprint although we could detect 

some de novo binding at enhancer regions (Fig. 4f-g and Supp. Fig. 6a). In 

contrast, AP1 showed a robust increase in occupancy at enhancer regions (Fig. 

4f-g, and Supp. Fig. 6a) that, consistent with the de novo synthesis of AP1 

proteins, was highly sensitive to TPL (Supp. Fig. 6b-c). ChIP-seq data for 

CREB, SRF and Fos in cortical neurons demonstrate the occupancy of these 

sites by the corresponding TFs after KCl stimulation 7, 33, suggesting that both 

modes of activation trigger the same genomic mechanisms (Supp. Fig. 6d). 

Consistent with the recently postulated role of the acquisition of signal-regulated 

DNA elements in gene regulatory regions in the evolution of cognitive abilities 

34, these footprints are evolutionary conserved (Supp. Fig. 6e).  

Physiological and pathological neuronal activation share common mechanisms 

but trigger distinct epigenomic signatures  

To investigate whether the genomic events described above are exclusive to 

pathological neuronal over-activation or can also be observed after neuronal 
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activation in physiological conditions, we next explored chromatin changes 

triggered by the exploration of a novel and rich spatial context. This experience 

is known to induce IEG transcription in sparse neuronal assemblies in the 

hippocampus of rodents 35 (Fig. 5a and Supp. Fig. 7a). Nuclear envelope-

tagged mice were subjected to novelty exploration (NE) for 1 h; we next used 

FANS and Fos immunostaining to isolate the small percentage of neuronal 

nuclei responding to this experience (25,000 Sun1+/Fos+ nuclei from the 

hippocampi of 6 novelty-exposed mice, Fig. 5b and Supp. Fig. 7b). We also 

isolated the same number of Sun1+/Fos- nuclei for direct comparison of 

activated and non-activated neurons from the same animal. Both types of nuclei 

were processed for ATAC-seq to produce the first map of learning-related 

chromatin accessibility changes. Although the comparison of Fos+ and Fos- 

neurons revealed less numerous and more modest changes (Fig. 5c, Supp. 

Fig. 7c and Supp. Table 4), there was a large overlap between the NE- and 

SE-induced DARs. Principal component analysis (PCA) showed that Fos+ 

nuclei clustered with the KA-1h samples, while Fos- nuclei clustered with the 

samples of saline-treated mice (Supp. Fig. 7d-e). Similar to our SE study, 

chromatin accessibility changes in gene bodies correlated with nuclear 

transcript induction upon NE 36 (Supp. Fig. 7f), and digital footprinting revealed 

a clear enrichment for AP1 and Mef2c binding at activity-regulated enhancers, 

albeit less TF motifs were detected in NE than in SE (Fig. 5d).  
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Figure 5. Physiological and pathological neuronal activation share common mechanisms 

but trigger distinct genomic signatures. a. Confocal images of granular neurons in the 

dentate gyrus (DG) of mice maintained in their homecages or exposed to 1 h of novelty 

exploration (NE). Brain slices were stained against GFP (green) and Fos (red). Similar results 

were obtained in 3 independent experiments. b. Experimental design of the approach used to 

study chromatin changes in neurons activated by 1 h of NE. Bottom: channel filtering of flow 

cytometry signal for Sun1-GFP+ (FITC-A) singlet nuclei and differences in Fos staining (APC-A). 
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Similar results were obtained in 3 independent experiments. c. Volcano plot showing the 

significance value distribution after differential accessible regions analysis; upper values 

indicate number of regions and percentage of all the accessible regions detected. RA: Reduced 

accessibility; IA: Increased accessibility. Fos-: n = 1, Fos+: n = 1, directly related (obtained from 

the same animals) samples. Values obtained after DESeq2 analysis including in the experiment 

design the comparisons with KA-1h and Sal condition to support the reduced n for value 

transformations. d. Digital footprinting at enhancer and promoter sites in NE and SE, indicating 

the motif enrichment (circle size) and the associated TF expression change in NE 36 and SE 

(this study) nuRNA-seq datasets (upregulated TFs are shown in red, downregulated one in 

blue, and those not changed in gray). e. Comparison of ATAC-seq tracks for physiologically 

(Fos+ vs Fos- neurons) and chemically activated (Sal vs KA-1h) neurons, at the DEG in the SE 

(this study) and NE 36 nuRNA-seq datasets. The table indicates the increase in accessibility at 

the gene body and nuRNA upregulation per each condition. Bottom bars indicate the regions 

classified as strong or weak at promoters and enhancers. Values indicate the levels of counts in 

RPM. f. Heatmap of fold enrichment for biological process GO terms in genes displaying 

increased accessibility in the NE and SE datasets. Values correspond to the number of genes 

associated with each term.  

 

Although most of the genes responding to NE at the chromatin 

accessibility and transcriptional levels were retrieved during SE, a subset of 

genes was unique to this paradigm (Fig. 5e). Consistently, GO enrichment 

analyses reveled a greater enrichment for neuronal plasticity and memory 

functions in the NE-specific set, while the SE-specific genes were related to the 

modification and processing of RNA and protein, including the regulation of Tau 

and kinases involved in neurophysiopathology 37 (Fig. 5f). The comparison of 

chromatin accessibility profiles also revealed noticeable differences between SE 

and NE (Supp. Fig. 7c and comparison of Supp. Fig. 7g and Supp. Fig. 5h). 

For instance, the TF footprints detected at DARs exclusive to the NE situation 
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do not show de novo RNAPII or CBP binding after SE (Supp. Fig. 7h). 

However, the same sites displayed reduced DNA methylation and enhanced 

H3K4me1 and H3K27ac (two HPTMs associated with enhancer activation) after 

fear conditioning in a new context 38 (Supp. Fig. 7i). These results underscore 

both the common mechanisms and the stimuli-dependent differences in the 

genomic signature of pathological versus physiological activation of principal 

neurons. 

Longitudinal analyses unveil chromatin changes that remain long after SE  

Next, we investigated the duration and reversibility of the transcriptional and 

chromatin accessibility changes triggered by neuronal activation. Towards this 

end, we expanded our study of the epigenetic and transcriptome signature of 

synchronous hippocampal neuron activation to 6 h and 48 h after SE. In the 

case of nuRNA-seq, the longitudinal analysis revealed a dynamic scenario in 

which the broad initial transcriptional response led to a secondary wave of 

changes at 6 h that still affected thousands of transcripts but with more 

moderate changes, while 48 h after SE the neuronal transcriptome was largely 

restored to the basal situation (Fig. 6a, Supp. Fig. 8a-d and Supp. Table 5). Of 

note, there were more genes downregulated than upregulated at later time 

points, which contrasts with the oppositely skewed distribution observed during 

SE. Some of these downregulated genes are related to potassium and calcium 

transport, likely reflecting the late homeostatic response (Supp. Fig. 8e).  

In contrast, the longitudinal analysis of chromatin accessibility changes 

(Supp. Table 6) did not reveal the same restoration to the original state. The 

samples corresponding to 48 h after KA approached the control samples (Sal), 

but did not overlap (Fig. 6a). Indeed, a relatively large subset of DARs (> 
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10,000), particularly those located at intergenic regions, persists 48 h after SE 

(Fig. 6b-c and Supp. Fig. 8f-i). Moreover, although BETA revealed a clear 

correlation between augmented transcript production and accessibility for each 

time point (Fig. 6d), the extragenic regulatory regions exhibiting increased 

accessibility at 48 h showed a better correlation with transcriptional changes at 

1 h and 6 h than at 48 h.  

 

Figure 6. Long-lasting chromatin accessibility changes are associated with AP1 binding 

and disease. a. Principal component analysis for nuRNA-seq (left) and ATAC-seq (right) 

datasets. Sal and KA-48h samples overlap distant from KA-1h samples. The separation of KA-

6h samples suggests an independent second wave of transcriptional changes (Sal: n = 2, KA-

1h: n = 2, KA-6h: n = 2, KA-48h: n = 2; same number of biologically independent samples in 

ATAC-seq and nuRNA-seq). b. ATAC-seq signal at activity-regulated enhancers that show 

increased accessibility (IA) exclusively at 1 h, at 1 h and 6 h, or maintained for 48 h. c. 

Snapshots for ATAC-seq and nuRNA-seq tracks at the different time points. The examples 



Results 

 
 

86 

illustrate the diversity of profiles under the general denomination of IEG. Fos and Npas4 present 

a very rapid and transient induction associated with dramatic changes in the accessibility of the 

chromatin at the gene body, while other IEGs, such as Arc and Nptx2, maintain their induction 

for hours or even days after SE. Late response genes, such as Cd1d1, increase transcription 

and chromatin accessibility long after SE. Right bars show significant (FDR < 0.1) log2FC for 

nuclear transcripts after DESeq2 analysis at each time point (Sal: n = 2, KA-1h: n = 2, KA-6h: n 

= 2, KA-48h: n = 2; same number of biologically independent replicates in ATAC-seq and 

nuRNA-seq). Values are shown in RPM. d. Heatmap showing the significance after BETA 

analysis for increased accessibility (IA) regions and transcript levels in each time point at 

promoter/enhancer (Reg) and gene bodies (Gb) (Sal: n = 2, KA-1h: n = 2, KA-6h: n = 2, KA-48h: 

n = 2; same number of biologically independent replicates in ATAC-seq and nuRNA-seq). e. 

Digital footprinting at enhancer/promoter sites in SE dynamic, indicating the motif enrichment 

(circle size) and the associated TF expression change in NE nuRNA-seq datasets. Red: 

upregulated; blue: downregulated; gray: no-change. f. Footprinted AP1, Mef2c and CTCF sites 

at 0 h, 1 h, 6 h, and 48 h after KA detected on enhancer DARs presenting increased 

accessibility during SE (open 1h) and maintained from 1 to 48 h. The number of motifs detected 

is indicated below the graph. g. Genes associated with the enhancer-overlapping DARs that 

show a maintained increase in accessibility are disease-related (Sal: n = 2, KA-1h: n = 2, KA-

6h: n = 2, KA-48h: n = 2).  

 

Digital footprint analysis at those regions displaying long-lasting changes 

revealed a specific enrichment for AP1 binding, while the enrichment for other 

activity-regulated TFs such as MEF2C, was only detected at earlier time points 

(Fig. 6e-f). Notably, AP1 sites also show stable accessibility changes after 

electrical stimulation of dentate gyrus neurons 26. ChIP-seq data for Fos binding 

upon KCl stimulation of cortical neurons 7, 33 is consistent with the occupancy of 

these sites (Supp. Fig. 9a). Interestingly, the AP1 sites presenting long-lasting 

changes after SE also respond to novelty exploration (Supp. Fig 9b), which 

further underscores the biological relevance of these sites. This binding signal 
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might correspond to Fos-Jun dimers or to other TFs of the same family that 

recognize the same motif 26. Although the activity-induced transcription of AP1 

genes is highly transient (Fig 6e), at the protein level, Fos immunoreactivity 

persists even 6 h after SE (Supp. Fig. 9c). Therefore, we cannot discard that a 

reduced number of AP1 molecules induced during seizure could still remain 

bound at specific loci at later time points. Notably, the genomic regions 

displaying long-lasting changes are associated with genes involved in brain 

diseases related to protein accumulation (Fig 6g), thus linking these changes 

with pathological traits. Consistent with this notion, mice that underwent SE 

displayed both memory deficits (Supp. Fig. 9d) and impaired induction of Fos 

(Supp. Fig. 9e) when subjected to a novel object location memory task (which 

is known to be hippocampal dependent). The Fos locus is surrounded by 

several regions that display long-lasting changes in occupancy, including 

sustained AP1 binding at putative enhancers located close to the neighbor gene 

Jdp2 (Supp. Fig. 9f), which encodes for a repressor of AP1. These results 

suggest that the “silent” changes retrieved in our longitudinal study might affect 

the future responsiveness of the neuron and thereby contribute to hippocampal 

dysfunction in the epileptic brain. 

Activity-driven transcription is associated with the formation of gene loops and 

stronger promoter-enhancer interactions  

Our multi-omic analysis indicates that activity-driven transcription is associated 

with a rapid increase in chromatin accessibility and RNAPII occupancy that 

extends over the gene limit and points to the participation of structural proteins 

that topologically delimit locus responsiveness. In addition, we also detected a 

delayed response in the form of long-lasting changes in chromatin occupancy 
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that suggest the existence of a genomic memory in the form of protein binding 

or architectural modifications. To test these hypotheses, we investigated the 3D 

chromatin architecture of activated hippocampal neurons 1 h and 48 h after SE 

using Hi-C (Supp. Fig. 10a). This genome-wide and fully unbiased chromatin 

conformation capture technique enables the analysis of compartments, CTCF 

loops and gene loops 39. We combined our FANS procedure with Hi-C to 

generate the first draft of DNA interactions in 25 Kb bins for excitatory neurons 

of adult behaving mice both in the basal situation and during SE (Fig. 7a). 

Compartments were generally similar to those reported for cortical neurons 

differentiated in vitro (Supp. Fig. 10b) 40. Furthermore changes in gene 

expression during neuronal differentiation correlate with similar changes to 

compartments in these in vitro differentiated neurons and adult neuronal tissue 

(Supp. Fig. 10c-d).  
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Figure 7. Neuronal activation induces gene loops and strengthens TSS-enhancer 

interactions. a. Hi-C maps of normalized distances in chromatin samples of saline and KA-

treated mice 1 and 48 h after drug administration. Note the segregation of active and inactive 

chromatin in both situations, represented by positive and negative eigenvectors at the top and 

the augmented inflection (red arrow) in a SE-induced locus. b. Difference in the compartmental 

eigenvector 1 h (purple boxplot) or 48 h (gray boxplot) after KA treatment compared to Sal at 
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genes with increased expression 1 h after KA treatment as retrieved by DESeq2. Hi-C, Sal: n = 

2, KA-1h: n = 2, KA-48h: n = 2; nuRNA-seq, Sal: n = 2, KA-1h: n = 2 biological replicates. The 

boxplot indicates the median, interquartile range and min./max. Two-sided statistic test, ***: p < 

0.001, *: p < 0.05 Wilcoxon sum rank test for each compared to < 2 FC. c. Changes to Fit-Hi-C 

interaction signal 1 h after KA between differential ATAC-seq peaks and TSSs of activity-

induced (red boxplot) or activity-decreased (blue boxplot) genes as detected by DESeq2 

analysis. The boxplot indicates the median, interquartile range and min./max. Two-sided 

statistic test, *: p < 0.05 Wilcoxon rank sum test. Sample sizes are the same than in panel b. d. 

Top: Snapshot of the Fos locus presenting de novo promoter-enhancer interactions in response 

to SE. Red arrows indicate significant activity-driven interactions 1 h after KA. Significant 

differences were tested for enrichment in KA-1h samples using a one-sided confidence interval 

using all interaction bins in the immediate vicinity (n = 21). Significance was assigned if fold 

change was above a 99.9% confidence interval giving rise to p < 0.001. Bottom: Genomic 

profiles at the different time points. Values are in RPM. e. Changes to gene loop signal (TSS-

TTS) 1 h after KA for activity-induced (red boxplot) an activity-reduced (blue boxplot) genes 

detected by nuRNA-seq and DESeq2 analysis. The boxplot indicates the median, interquartile 

range and min./max. Two-sided statistic test, *: p < 0.05 Wilcoxon rank sum test. Sample sizes 

are the same than in panel b. f. Metagene plot for TSS interaction signal at upregulated genes 1 

h after saline or KA administration (compare with Fig. 3d). g. Snapshot of the Bdnf locus 

presenting the increased interaction between the TSS and the TTS. Significant differences were 

tested and assigned as indicated in panel d (n = 16). h. Changes to the Fit-Hi-C 1 h and 48 h 

interaction signals between the TSSs of activity-induced genes and DARs located at enhancers 

and showing increased accessibility only at 1 h (Excl 1h) or from 1 h to 48 h (Maintained) 

according to our DESeq2 analysis. The boxplot indicates the median, interquartile range and 

min./max. Significance was assigned using a two-sided Wilcoxon rank sum test. Left boxplot: n 

= 774, p < 0.001. Right boxplot: n = 269, p = 0.03. i. Genomic screenshots for Nptx2 (an 

example of activity-regulated gene that does not return to basal expression and maintains some 

proximal chromatin accessibility changes after 48 h). The Hi-C inset for Nptx2 shows 

augmented interactions with an upstream enhancer that remains slightly over the basal level 

even after 48 h. Red arrows indicate significant activity-driven interactions. Values show counts 
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in RPM. Significant differences were tested and assigned as indicated in panel d (n = 81). j. 

Scheme summarizing the main features of the immediate and deferred epigenetic signature of 

neuronal activation. 

 

We sought after activity-regulated CTCF loops using HiCCUPS 41, but 

while we detect differences in CTCF loops between embryonic stem cells 40, in 

vitro differentiated neurons 40 and adult principal neurons, we did not detect 

significant activity-driven changes, suggesting that CTCF loops are largely 

invariant during neuronal activation (Supp. Fig. 10e-f). This lack of change is 

consistent with our TF binding site enrichment and digital footprint analyses 

(Fig. 4c and Supp. Fig. 6c). We however detected changes in the interactions 

of activity-induced genes with nearby DARs (Supp. Fig. 10g). The differences 

in compartmental eigenvector strongly correlated with the observed increase in 

transcription of activity-regulated genes 1 h after KA treatment (Fig. 7b, purple 

boxes). To test this on a genome-wide scale, we used Fit-Hi-C to retrieve a list 

of significantly enriched pairwise intra-chromosomal interactions (Supp. Table 

7). Our analyses revealed enhanced interactions between proximal extragenic 

DARs and the TSS of activity-induced genes (Fig. 7c), such as the IEG Fos 

(Fig. 7d), and between the TSS and TTS of activity-induced genes (Fig. 7e-f). 

We then evaluated the appearance of gene loops between the TSS and TTS of 

genes with high levels of nuRNA-seq signal, and found increased formation 

upon SE (Supp. Fig. 10h). These gene loops between the TSS and the TTS of 

strongly induced genes (Supp. Fig. 10i and Fig. 7g show Bdnf as an example) 

may be essential for supporting the fast transcriptional rate of these loci. Their 

detection, together with the robust increase in gene body accessibility and 
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intragenic RNAPII signal (Fig. 3d), point to a continuous re-loading of the 

RNAPII complex at IEGs during SE. 

We next investigated if these activity-induced interactions persist beyond 

the transcriptional burst. Hi-C maps were consistent with ATAC-seq profiles and 

presented largely restored compartments (Fig. 7b, gray boxes) but incomplete 

restoration of site-specific interactions 48 h after SE (Fig. 7h-I and Supp. Fig. 

10j-k; see also black lines in 7d and 7g). In some genes such as Nptx2, 

encoding a synaptic protein involved in excitatory synapse formation 42, the 

chromatin change was associated with enhanced transcription and 

strengthening of the interaction between the promoter and a proximal enhancer 

(Fig. 7i). Together with the identification of long-lasting changes in chromatin 

occupancy, these intriguing results support the notion of a genomic memory in 

the form of architectural modifications that originate from past transcriptional 

activity (Fig. 7j). 

 

Discussion 

Here, we investigated the transcriptional and chromatin changes occurring in 

neuronal nuclei of adult behaving mice upon activation. To gain cell-type 

specificity, we genetically tagged the nuclei and polysomes of excitatory 

hippocampal neurons for their isolation and use in several sequencing methods. 

Subsequent multi-omics analyses revealed an unexpectedly broad and dynamic 

scenario with multiple levels of activity-dependent regulation. For instance, the 

improved temporal resolution obtained by nuRNA profiling revealed that the 

robust induction of IEGs is accompanied by the downregulation of numerous 

metabolism genes, suggesting that the activity-induced transcriptional burst 
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transiently hijacks the transcriptional machinery. In turn, the delayed 

downregulation of genes involved in ion transport and synaptic transmission 

may contribute to homeostatic plasticity mechanisms that compensate for 

prolonged activation and stabilizes neuronal firing 43. Our nuRNA-seq screen 

also reveals the production of ecRNA in activity-induced genes that may 

finetune the activity of these loci and contribute to transcriptional memory 8. 

Furthermore, its comparison with translatome data identifies genes in which 

synaptic activity specifically regulates ribosome engagement. We cannot 

discard a delayed impact also at the translational level. 

Further integration of nuRNA-seq with ATAC-seq, RNAPII ChIP-seq and 

Hi-C maps obtained in the same activation paradigm demonstrates for the first 

time that the robust transcription of IEGs during SE relies on the formation of 

gene loops that bring together the TSS and the TTS and might favor the 

continuous re-loading of the RNAPII complex. Such organization has been 

described for highly transcribed genes in yeast 44, 45 and Drosophila cells 39, but 

not in neurons. Our analyses also identified hundreds of de novo or 

strengthened promoter-enhancer interactions and thousands of TF binding 

events in the chromatin of hippocampal excitatory neurons upon activation. 

Although some of these changes are transcription-independent and rely on the 

post-translational modification of TFs (e.g., phosphorylation), many others, such 

as the AP1 binding detected after both physiological and pathological 

stimulation, are transcription-dependent. Interestingly, the comparison of 

chromatin changes associated with physiological and pathological neuronal 

activation demonstrates that, in addition to common mechanisms, there are 

remarkable differences in the scope and magnitude of the changes. These 
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large-scale and dynamic adjustments of genome topology likely contribute to 

the rapid and coordinated transcriptional response associated with neuronal 

activation in both paradigms. The technical developments introduced here in 

combination with recent progress in tagging neuronal ensembles that participate 

in the encoding of a particular experience 46 open up the possibility of 

longitudinal studies of chromatin changes linked to memory engrams.  

Notably, our longitudinal analyses in the context of SE retrieved changes 

in chromatin occupancy that persist even 2 days after stimulation. In particular, 

changes in the occupancy of AP1-binding sites are detected long after the 

shutdown of the encoding loci and constitute a prominent part of the deferred 

epigenomic signature of neuronal activation. This conclusion is in agreement 

with the recent observation of stable accessibility changes in granular neurons 

24 h after electrical stimulation and the postulated role of Fos in initiating 

neuronal activity-induced chromatin opening 26. Intriguingly, a recent large-scale 

study of accessible cis-regulatory elements across multiple human tissues 

revealed that SNPs within AP-1 motifs, including disease-associated non-

coding variants, are often associated with changes in chromatin accessibility 1, 

47. Consistent with this link, our functional genomics analyses indicate that 

these long-lasting changes may relate to brain disorders such as cognitive 

dysfunction, dementia and neurodegenetative diseases. In a broader context, 

the enduring changes in accessibility that are associated with de novo AP1 

binding to distal regulatory regions of activity-induced genes and with enhanced 

promoter-enhancer interactions may influence future activity of the loci. AP1 has 

been recently shown to recruit the BAF chromatin-remodeling complex to 

enhancers to locally augment chromatin accessibility 48. Therefore, the robust 
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induction of AP1 subunits in response to activity might produce an excess of 

proteins to guarantee the occupancy of these sites and the priming effect. Since 

many of these loci play important roles in regulating synaptic plasticity and 

excitability, the experience fingerprints that persist in the chromatin may act as 

a form of metaplasticity by influencing the future response of the neuron to the 

same or other stimuli. 
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Supplementary Figure 1. KA-induced neuronal activation causes broad changes in the 

nuclear transcriptome. a. Step by step analysis and channel filtering (percentage of the 

filtered population indicated within the channel) of flow cytometry signal for the specific isolation 

of florescent singlet nuclei. Shown the comparison of intrinsic fluorescence in Sun1-GFP- 

(above) vs Sun1-GFP+ (below) mice. Similar results were obtained in 25 independent 

experiments. b. Images of isolated nuclei immunostained with antibodies against GFP and the 

neuronal marker NeuN. Similar results were obtained in 3 independent experiments. c. 

Comparison of nuclear size of Sun1- GFP+ (green) and wildtype nuclei stained with NeuN 

(pink). Similar results were obtained in 3 independent experiments. d. RT-qPCR in nuclear RNA 

showing Fos transcript levels in GFP positive nuclei after KA-induced SE (levels referred to 

GAPDH expression). e. ChIP-qPCR assay analysis for H3K4me3 in GFP positive and negative 

nuclei showing FANS specificity (values are normalized to input). Hchrom: heterochromatin; pr: 

promoter. Sun1-GFP(-) n = 3; Sun1-GFP(+) n = 3, biologically independent samples. Bars 

indicate mean ± s.e.m. Two-sided t-test, **: p-value < 0.005. f.  ATAC-qPCR assay showing 

specificity and promoter changes 1 h after KA-induced neuronal activation in GFP positive 

nuclei (levels referred to the Gapdh promoter). Hchrom: heterochromatin; pr: promoter. g. 

Pearson correlation matrix between normalized samples clustered by Euclidian dendrogram. 

Sal n = 2; KA-1h n = 2, biologically independent samples. h. Percentage of nuRNA-seq reads 

aligned into exons and introns. For comparison, we also present the values for riboRNA-seq 

samples. i. GO enrichment analysis for protein-coding DETs that are activity-induced (AI, red 

bars) or activity-depleted (AD, blue bars) by SE after PANTHER analysis. The number of genes 

associated with each GO term is indicated. Sal n = 2; KA-1h n = 2, biologically independent 

samples. 
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Supplementary Figure 2. SE-induced RNA translation activates nucleus-related 

functions. a. Confocal images of principal hippocampal neurons in the DG and CA1 subfield of 

CaMKII-creERT2::GFP-L10a mice stained against GFP (green) and the interneuron marker 

GAD67 (red). Cells positive for GAD67 do not express GFP. Similar results were obtained in 3 

independent experiments. b. RT-qPCR assay comparing transcript levels before IP (Bulk) and 

after immunoprecipitation (IP). Note that fold changes for IEG induction were larger after 

TRAPping. Sal n = 3; KA-1h n = 3, biologically independent samples. Bars indicate mean ± 

s.e.m. 2-way ANOVA p-values: * = treatment effect (KA 1h vs Sal); # = procedure effect (IP vs 

Bulk). */#: p < 0.05; **/##: p < 0.01; ***/###: p < 0.001; ns: non significant. c. Pearson correlation 

matrix between normalized riboRNA-seq samples clustered by Euclidian dendrogram. Sal n = 3; 

KA-1h n = 3, biologically independent samples. d. Principal component analysis of riboRNA-seq 

samples. Sal n = 3; KA-1h n = 3, biologically independent samples. e. Genomic snapshots for 

each replicate riboRNA-seq track at representative examples of non-neuronal (Plp1), 

housekeeping (ActB) and activity-induced (Fos) genes. Values indicate the number of counts in 

RPM. f. Gene biotype classification for DTGs 1h after KA. g. GO enrichment analysis for 

protein-coding genes displaying enhanced (red bars) or reduced (blue bars) translation upon SE 

after PANTHER analysis. The number of genes associated with each GO term is indicated. Sal 

n = 3; KA-1h n = 3, biologically independent samples. h. Comparison of nuRNAseq and 

riboRNAseq tracks for representative transcripts that are either detected as upregulated or 

downregulated in both screens (but showing largest changes in nuRNA-seq), or that show 

discordant changes in the two screens. Values indicate the levels of counts in RPM. i. 

Metagene mapability profiles for nuRNA-seq at a group of constitutive highly expressed genes. 

Compare the region downstream of the TTS for this group and the IEGs presented in Fig. 2k; 

the two groups contain the same number of genes. 
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Supplementary Figure 3. Transcriptional bursting increases accessibility at IEGs. a. 

Fragment size distribution in ATAC-seq libraries. b. ATAC-seq signal at the TSS of highly 

expressed genes in NeuN+ vs NeuN- CA1 cells (Halder et al. 2016, Nat Neurosci 19, 102-10). c. 

PCA of accessibility profiles shows similarity between cortical (Mo et al. 2015, Neuron 86, 1369-

84) and hippocampal excitatory neurons (this study). CTX_exc: cortical excitatory neurons, n = 

2 ; CTX_VIP: vasoactive intestinal peptide-expressing interneurons, n = 2; CTX_PV: 

parvalbumin-expressing interneurons, n = 2; HIPP_exc: hippocampal excitatory neurons, n = 2, 

biologically independent samples. d. Percentage of reads mapped into nuclear and 

mitochondrial chromosomes in this study and (Su et al. 2017, Nat Neurosci 20, 476-83). e. 

Genome coverage in this study and (Su et al. 2017, Nat Neurosci 20, 476-83). E0 and E1: 

chromatin profiling coverage before (E0) and 1 h after synchronous electrical neuronal 

activation (E1). f. Comparison of genomic profiles at control and activity-regulated genes, 

including an extended view of the Npas4 locus. Discrepancies may result from the superior 

genomic coverage and intrinsic differences between stimulation paradigms (chemical vs. 

electrical) and composition of the samples (hippocampal glutamatergic neurons nuclei vs. 

microdissected DG tissue). g. Distribution of genomic features along differentially accessible 

regions. 
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Supplementary Figure 4. Correlation of changes in chromatin accessibility and 

transcription. a. Predictive analysis of activating/repressive function for accessibility changes 

at regions displaying increased (IA) or reduced accessibility (RA) within the gene body and 

correlation with changes in nuclear transcript levels. b. Left: Overlap between activity-induced 

genes detected in the nuRNA-seq and riboRNA-seq screens that show increased accessibility. 

Right: Heatmap representation of changes in accessibility and transcript levels in the 119 

overlapping genes. c. Scatter plots showing the correlation between chromatin accessibility 

changes at gene bodies (Y-axis) and transcript levels determined by DESeq2 analysis (X-axis: 

left graph, riboRNA; right graph, nucRNA). Blue dots label genes significantly regulated by KA 

(FDR < 0.1). riboRNA: Sal n = 3; KA-1h n = 3; nuRNA: Sal n = 2; KA-1h n = 2, biologically 

independent samples. The Pearson’s correlation indexes are shown d. Metagene plot of 

RNAPII occupancy in AI genes (nuRNA-seq) split according to increased gene body 

accessibility (FDR > 0.1) after DESeq2 analysis. RNAPII: Sal n = 1, KA-1h n = 1. e. RT-qPCR 

assays show the inhibition of IEG induction by TPL after KA-induced neuronal activation. Sal n 

= 4; KA-1h n = 4; TPL+KA-1h n = 3, biologically independent samples; p < 0.001 in the three 

genes. Bars indicate mean ± s.e.m. f. Metagene plot of ATAC-seq signal in Sal, KA-1h and 

KA+TPL samples; genes were split as in panel d. g. TPL effect on the accessibility at gene 

bodies and TSSs of activity-regulated genes. 



Results 

 
 

112 

 

 

 

 

 

 

 

 

 

 

 

 



Results 

 
 

113 

Supplementary Figure 5. Activity-dependent TF-biding. a. BETA analysis of accessibility 

changes at extragenic regions and associated changes in expression. IA: increased 

accessibility; RA: reduced accessibility. b. Bar plot comparing the percentages of DARs at 

accessible promoters and enhancers. Upper sector plots indicate percentage of strong/weak 

signal at IA and RA regions. c. Signal for RNAPII and CBP binding 1 h after KA. We compare IA 

and RA regions; IA regions are split between weak and strong promoters/enhancers. The solid 

lines indicate the mean and the shaded lines the s.e.m. RNAPII: Sal n = 1, KA-1h n = 1; CBP: 

Sal n = 1, KA-1h n = 2, biologically independent samples. d. Signal of activity regulated profiles 

for H3K27ac 1 h after KCl (Malik et al. 2014, Nat Neurosci 17, 1330-39) using the same 

classification than in panel c. e. Signal for RNAPII and CBP 1h after KA in transcriptional-

dependent and independent regions. The solid lines indicate the mean and the shaded lines the 

s.e.m. RNAPII: Sal n = 1, KA-1h n=1; CBP: Sal n = 1, KA-1h n = 2, biologically independent 

samples. f. Signal of H3K27ac 1 h after KCl (Malik et al. 2014, Nat Neurosci 17, 1330-39) using 

the same classification than in panel e. The solid lines indicate the mean and the shaded lines 

the s.e.m. Untreated n = 2; KCl n = 2, biologically independent samples. g. Violin plots show the 

log2FC distribution of activity-regulated genes in KA-1h annotated with reduced (RA) or 

increased accessibility (IA) sites at promoters and enhancers. Note the detection of opposing 

changes in chromatin accessibility and transcript levels suggests the activity-dependent release 

of transcriptional repressors. Sector plot shows the percentage of strong and weak enhancers 

annotated at those genes. The boxplot indicates the median, interquartile range and min./max. 

Dots are colored in according to their weak or strong enhancer annotation. nuRNA: Sal n = 2, 

KA-1h n = 2; ATAC-seq: Sal n = 2, KA-1h n = 2, biologically independent samples. h. Bar plot 

comparing the percentage of promoter/enhancer DARs annotated to nuRNA-seq regulated 

genes (FDR < 0.1) after DESeq2 analysis. Upper sector plots show percentage of activity-

induced (AI) and depleted (AD) genes associated with IA and RA regions. nuRNA: Sal n = 2, 

KA-1h n = 2; ATAC-seq: Sal n = 2, KA-1h n = 2, biologically independent samples. 
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Supplementary Figure 6. Activity-dependent changes of TF footprints. a. Genomic 

snapshot of nuRNAs, ATAC-seq, RNAPII and CBP binding in saline, KA-1h and TPL+KA-1h 

samples at the Npas4 and Nr4a1 loci (values in RPM). Annotations label the detected footprints 

(in red, less stringent footprints) and classification for the regions (blue: promoters; gray: 

enhancers). Zoom-in inset shows upstream eRNA activity and H3K27 acetylation profile. b.  

Motif enrichment at transcription-dependent and -independent enhancers for the indicated 

activity-regulated TFs. c. Plots compare the digital footprint at AP1 and CTCF motifs in saline, 

KA-1h and TPL+KA-1h datasets (value correspond to normalized tn5 insertions). The bottom 

numbers correspond to the motifs detected in KA-1h. d. Signal for CREB, SRF and Fos binding 

1 h after KCl stimulation of neuronal cultures (Malik et al. 2014, Nat Neurosci 17, 1330-39) at 

the detected footprints 1 h after KA in IA promoters/enhancers. The solid lines indicate the 

mean and the shaded lines the s.e.m. CREB: unt n = 2, KCl n = 2; SRF: unt n = 2, KCl n = 2; 

Fos: unt n = 2, KCl n = 2.  e. Conservation score for the detected footprints at IA 

promoter/enhancer regions. The shaded lines indicate the s.e.m. 
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Supplementary Figure 7. Chromatin changes upon physiological neuronal activation. a. 

Number of Fos+ nuclei in the dentate gyrus of mice in their home cage (HC) and after 1 h of 

novelty exploration (NE). HC n = 2, NE n = 2, biologically independent samples. Bars indicate 

mean ± s.e.m. Two-sided t-test, **: p-value < 0.005.  b. Flow cytometry analysis of populations 

by its fluorescent intensities with the presence or absence of Fos (percentage of the filtered 

population indicated within the channel) after channel filtering following our protocol for the 

specific isolation of fluorescent singlet nuclei in Supp. Fig. 2a. Right panel it is the co-

localization of the size distribution of Fos+ (purple) and GFP+ cells (gray). Similar results were 

obtained in 3 independent experiments. c. Heat-map comparing DARs from SE and NE 

datasets, indicating common and exclusive regions between conditions. Last column is 

indicating the ratio of genic/intergenic regions on each subset. d. Principal component analysis 

for ATAC-seq datasets form physiologically (Fos+ vs Fos- neurons) and chemically activated 

(Sal vs KA-1h) neurons. Sal n = 2, KA-1h n = 2, Fos+ n = 1, Fos- n = 1, biologically independent 

samples. e. Volcano plot showing the significance value distribution after differential accessible 

regions after DESeq2 analysis in Fos- neurons vs neurons from saline-treated mice. Sal n = 2, 

Fos- n = 1. f. Predictive significance of accessibility changes at the regions annotated as 

promoter or enhancer and the change in expression of the gene after basic 

Activating/Repressive Function Prediction in BETA analysis. AI: activity-induced genes; AD: 

activity-depleted genes; IA: increased accessibility regions; RA: reduced accessibility regions. 

Single nucleus RNA-seq data from Lacar et al. 2016 (Nat Comm 7, 11022): NE n = 96, HC n = 

23; ATAC-seq: Fos+ n = 1, Fos- n = 1. g. Bar plot indicating the percentage of DARs in NE 

dataset at promoter and enhancer regions. h. Signal of activity regulated profiles 1 h after KA 

for RNAPII and CBP, comparing exclusive regions at detected enhancers’ footprints in NE and 

SE. i. Signal for H3K4me1, H3K27ac and DNA methylation after fear conditioning (Halder et al. 

2016, Nat Neurosci 19, 102-10) at detected NE-responding enhancers footprints. 
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Supplementary Figure 8. Chromatin accessibility dynamics shows changes that stay 

long after the transcriptional burst. a. Pearson correlation matrix between normalized 

samples clustered by Euclidian dendrogram for nuRNA-seq. Sal n = 2, KA-1h n = 2, KA-6h n = 

2, KA-48h n = 2, biologically independent samples. b. Volcano plot showing the significance of 

differential gene expression by DESeq2 analysis in nuRNA-seq samples 1 h, 6 h and 48 h after 

KA administration. AI: activity-induced; AD: activity-depleted. Sal n = 2, KA-1h n = 2, KA-6h n = 

2, KA-48h n = 2. c. Venn diagram presenting the overlaps between the sets of DETs at each 

time point in the longitudinal nuRNA-seq analysis. Almost 20% of the changes observed 1 h 

after KA-treatment are still detected 5 h later, whereas only 2% remain 2 days later. d. Heatmap 

for FC in nuRNA-seq analysis. e. Heatmap of fold enrichment for biological process GO terms 

detected in AI and AD genes by PANTHER analysis in the nuRNA-seq longitudinal analysis 

using DESeq2. The numbers indicate the number of genes associated with each term. Sal n = 

2, KA-1h n = 2, KA-6h n = 2, KA-48h n = 2, biologically independent samples. f. Heatmap 

comparing DARs at the different time points. The last column (black/ yellow) shows the ratio of 

genic/intergenic regions on each subset. IA: increased accessibility; RA: reduced accessibility 

g. Pearson correlation matrix between normalized samples clustered by Euclidian dendrogram 

for ATAC-seq. Sal n = 2, KA-1h n = 2, KA-6h n = 2, KA-48h n = 2. h. Volcano plot showing the 

significance value of differential accessible regions after DESeq2 analysis in ATAC-seq 

samples 1 h, 6 h and 48 h after KA administration. IA: increased accessibility; RA: reduced 

accessibility. Sal n = 2, KA-1h n = 2, KA-6h n = 2, KA-48h n = 2. i. Venn diagram presenting the 

overlaps between the sets of DARs at each time point in the longitudinal ATAC-seq analysis. 
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Supplementary Figure 9. Long-lasting chromatin accessibility changes are associated 

with AP1 binding and disease. a. Signal for Fos binding 1 h after KCl stimulation of neuronal 

cultures (Malik et al. 2014, Nat Neurosci 17, 1330-39) at the detected footprints in enhancer 

regions showing long-lasting changes in accessibility. b. Plot shows the footprinted sites at the 

maintained AP1 motifs detected in our longitudinal analysis (profile indicate the normalized tn5 

insertions). c. Immunostaining for Fos in granular neurons at the DG and pyramidal neurons at 

the CA1 subfield at different time points after KA. Similar results were obtained in 3 independent 

experiments. d. Top: Scheme of object location memory (NOL) test. The time intervals from KA-

induced SE to NOL training and testing are indicated. Bottom: Preference index for the 

displaced object in naïve mice and in mice that suffered SE one week earlier in the NOL test. 

One-sided t-test (compared to 0) *: p-value < 0.05. Furthermore, saline-treated mice show a 

larger discrimination index during testing than training (p = 0.03), while the mice that received 

KA do not show a significant difference (p = 0.56). Sal n = 8, KA-1h n = 9, biologically 

independent samples. Bars indicate mean ± s.e.m.  e. RT-qPCR assay for Fos and Npas4 in 

RNA samples extracted 1 h after NE in animals that suffered SE two weeks earlier. FC values 

are referred to the home cage situation. These two IEGs are strongly induced during SE but 

only Fos is in the proximity of DARs showing long-lasting changes in accessibility. HC: Sal n = 

4, KA-1h n = 3; NE: Sal n = 5, KA-1h n = 5, biologically independent samples. Bars indicate 

mean ± s.e.m. Two-sided t-test, *: p-value < 0.05, **: p-value < 0.01, ***: p-value < 0.001. f. 

Genomic screenshots for the Fos/Jdp2 locus (an example of activity-regulated gene that returns 

to basal expression but still maintains some proximal chromatin accessibility changes after 48 

h). Footprint motifs for SRF, AP1, CRE, MEF2C are labeled. DARs are colored depending on 

their location in a promoter or enhancer. The maintained DARs after 48 h are labeled in green. 

Values show counts in RPM. 
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Supplementary Figure 10. Hi-C analysis of activity-driven interactions. a. Pearson 

correlation between Hi-C replicate samples at 0 h (saline), 1 h and 48 h after KA administration. 

Sal n = 2, KA-1h n = 2, KA-48h n = 2, biologically independent samples. Comparison between 

all possible (over 600 millions) intrachromosomal bins. b. Comparison of compartmental 

eigenvectors in mature excitatory principal neurons (PN) and cortical neurons differentiated in 

vitro (iv-CN) (Bonev et al. 2017, Cell 171, 557-72). R = 0.75 Pearson correlation (n = 101,812 

loci). c. Difference in gene expression between PN and iv-CN compared to embryonic stem 

cells (ES) (Bonev et al. 2017, Cell 171, 557-72). R = 0.69 Pearson correlation (n = 23,418 loci). 

d. Difference in the compartmental eigenvectors in cortical neurons (pink) and principle neurons 

(blue) vs embryonic stem cells for genes that are higher in ES vs iv-CN (ES vs CN) or vice 

versa (CN vs ES) (Bonev et al. 2017, Cell 171, 557-72). The boxplot indicates the median, 

interquartile range and min./max. Two-sided Wilcoxon rank sum test.  Left side: n = 5,241. Right 

side: n = 14,735. All p-values are < 2.2e-16 (lower than the lowest calculated by R). e. Metaplot 

of CTCF loops where at least one anchor overlaps a differential ATAC-seq peak after DESeq2 

analysis indicating that CTCF loops do not change during neuronal activation despite changes 

to other transcription factors. IA: increased accessibility, RA: reduced accessibility. Sample 

sizes are indicated at the right of the heatmaps. f. Venn Diagram of CTCF loops in KA-1h and 

saline samples. The low number of changes (< 4%, below the FDR level) indicates no real 

change. g. Snapshot of a locus presenting strong de novo Hi-C interactions in response to SE. 

Significant differences were tested for enrichment in KA-1h samples using a one-sided 

confidence interval using all interaction bins in the immediate vicinity (n = 81). Significance was 

assigned if fold change was above a 99.9% confidence interval giving rise to p < 0.001. Hi-C 

changes correlate with the reported changes in nuRNA production and chromatin accessibility. 

h. Heatmap of Hi-C interactions at genes with low or high nuRNA-seq signal (Hi-C signal 

normalized by distance). i. Snapshot for Bdnf (an example of activity-regulated gene that return 

to basal expression). The central area is shown with greater detail in Fig. 7g. Values show 

counts in RPM. Significant differences were tested and assigned as indicated in panel g (n = 

16). j. GO enrichment after PANTHER analysis for the set of genes associated with long-lasting 

Hi-C interactions after Fit-Hi-C analysis. k. Total Fit-Hi-C interactions (gray) and their changes 

after 1 h (x-axis) or 48 h (y-axis) compared to 0 h. Dots correspond to the interactions that show 
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more than a 4-fold increase (red) or decrease (blue) at 1 h. Most blue points are slightly below 

the horizontal, while most red points are above the horizontal, indicating that some of the SE-

originated interactions are still maintained after 48 h. Pearson’s correlation index is shown (n = 

148,732 loci). 
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Inventory of supplemental tables: 

Supplementary Item 
& Number 

Title or Caption 

Supplementary Table 
1 

Differentially expressed transcripts in nuRNA-seq 

Supplementary Table 
2 

Differentially translated genes in riboRNA-seq 

Supplementary Table 
3 

Differentially accessed regions in ATAC-seq and 
comparison with DETs in nuRNA-seq (a) and DGTs in 
riboRNA-seq (b), and impact of TPL treatment (c) - 3 
sheets 

Supplementary Table 
4 

ATAC-seq analysis upon novelty exploration 

Supplementary Table 
5 

Longitudinal analysis of differentially expressed 
transcripts in nuRNA-seq 

Supplementary Table 
6 

Longitudinal analysis of chromatin accessibility 
changes 

Supplementary Table 
7 

Fit Hi-C values at different time points after SE 

Supplementary Table 
8 

NGS samples and datasets generated in this study (a) 
and generated in other studies and analyzed here (b) - 
2 sheets 

 

 

 

Data Availability: Supplementary Tables 1 to 7 provide direct access to the 

main results derived from the transcriptome and epigenome screens presented 

in this study (follow the link to access the tables:   

https://www.nature.com/articles/s41593-019-0476-2). In addition, raw and 

processed datasets generated in the study are available in the GEO repository 

using the accession number GSE125068. 
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1. Technological innovations in functional Neurogenomics 

The way neuroscientists interrogate brain function can be divided into two main 

approaches: invasive and non-invasive. Non-invasive approaches are 

nowadays extensively used for human brain studies but provide low-resolution 

data. In contrast, invasive approaches provide much more detailed anatomical, 

cellular and molecular information. Although they represent the standard 

approach in animal models, they are only exceptionally applied in humans due 

to ethical issues. Molecular neurobiologists cannot conduct functional studies in 

humans except for disease-related tissue analysis from patients (e.g., electrode 

implants or tissue removal in severe neurological diseases) and brain donors 

after death. As a result most of the progress in areas such as the molecular 

bases of neuronal plasticity and memory formation comes from extrapolating 

results obtained in animal models to the human brain. This is the case of 

Neurogenomics studies investigating the genomic bases of plasticity.  

Such studies represent an exciting and rapidly growing area of 

Neurosciences thanks to the introduction of the novel next-generation DNA-

sequencing technologies that enable a precise and genome-wide description of 

a broad and diverse range of molecular events that quantitatively and 

qualitatively correlate with neuronal function. For applying NGS techniques in 

adult brain cells, it is needed the development of novel methods for cell 

isolation. The first attempts for the analysis of the neuronal epigenome using 

ChIP-seq relied on the immunostaining of the nuclear protein NeuN for the 

sorting of neuronal nuclei from the mouse prefontal cortex (Jakovcevski et al., 

2015). Better approaches, which are not limited by the expression of cell type-

specific nuclear antigens, were recently developed for chromatin analyses in the 
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mouse brain. These techniques use the genetic tagging of cellular 

compartments, like polysomes and nuclei, for the isolation of the nucleic acids 

of interests from specific neuronal subpopulations (Mo et al., 2015, Dougherty 

et al., 2017).  

This thesis takes advantage of these recent developments in 

neurosciences and genomics to establish novel and optimized protocols for 

integrative functional genomics in the adult mouse brain. We used previously 

developed tools for cell type- and compartment-specific tagging (Mo et al., 

2015, Heiman et al., 2014), and developed novel isolation methods with 

increased efficiency in terms of specificity and coverage that were adapted to a 

broad range of NGS applications. The refinements were especially important in 

the case of ATAC-seq, because the transposase is highly sensible to the 

quantity of DNA, particularly nude DNA. The introduction of our FANS protocol 

allows a precise control of the number of nuclei used for library preparation and 

removes mitochondrial DNA , which lacks nucleosomes and is very abundant in 

cytoplasm and whole cell preparations, therefore improving the efficiency of the 

library (Corces et al., 2016). The use of FANS and Sun1-GFP tagging also 

provided versatility to our analyses derived from their combination with 

secondary sorting of the cells using nuclear antigens (e.g,,  the expression of 

the transcription factor Fos), which allowed the sorting and analysis of the 

chromatin in neurons activated by a discrete physiological stimulus, such as 

novelty exploration, for the first time. Another important asset derived from the 

use of FANS is the robustness of the transcriptome data obtained from sorted 

nuclei when compared to sorted neurons, in which the strong stress response 

triggered by nervous tissue dissociation may occlude the activity-induced 
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changes. Furthermore, the comparison of information retrieved in the nuclear 

and cytoplasmic compartments allowed us to describe novel molecular and 

network plasticity processes in neurons. 

Overall, our multi-omic approach and innovative integrative analysis 

revealed an unexpectedly broad and dynamic scenario with multiple levels of 

activity-dependent regulation and novel mechanistic insights. This progress 

relies in original data processing methods applied to both our own generated 

data and externally produced data accessible at public databases. We expect 

that the combination of the genetic and molecular tagging of nuclei used in this 

thesis will become the standard approach in neurogenomics. Furthermore, the 

technical developments introduced here in combination with recent progress in 

tagging neuronal ensembles that participate in the encoding of a particular 

experience (DeNardo and Luo, 2017), open up the possibility of longitudinal 

studies of chromatin changes linked to memory engrams. Also, it is likely that in 

the near future similar approaches could be used in single-cell studies and 

adapted to novel next generation sequencing technologies, contributing to the 

description of other levels of genome regulation and neuronal plasticity. 

 

2. Transcriptional plasticity program   

Many important functions of the brain depends on network plasticity, which in 

turn relies on a large number of complex molecular mechanisms responsible for 

storing or modifying previously stored information. It is hypothesized that 

neuronal activation induces the expression of genes in sequential waves to 

support circuit plasticity. These genes will encode for effector proteins that are 

required to consolidate synaptic changes. Historically, molecular neurobiologists 
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made great efforts to describe all these events, but still today there are many 

open questions and we might be lacking molecular mechanisms activated 

during plasticity. As expected, the appearance of novel molecular tools and 

biotechnological methods has opened novel strategies to understand these 

mechanisms.  

This is the case of the recent progresses in transcriptomics, which in the 

context of this study, led us to describe for first time different RNA-related 

mechanisms in neurons. The comparison of ongoing translation in the 

cytoplasm versus nuclear transcription identified transcripts in which synaptic 

activity specifically regulates ribosome engagement rather than its transcription. 

Notably, the regulation of transcripts that are retained in the cytoplasm waiting 

for its binding to the ribosome was previously described in other cell types 

(Yamazaki et al., 2005; Schott et al., 2014; Behrens et al., 2018). These 

seminal results suggest that additional molecular changes in the soma or 

dendrites may participate in the genomic memory of the cell. For instance, we 

cannot discard a delayed impact at the translational regulatory level, similar to 

the one described here at the chromatin level. Novel molecular mechanism like 

epi-transcriptomics could also participate in metaplasticity, as suggested by a 

number of recent articles (Yoon et al., 2018). 

The improved temporal resolution obtained by nuRNA profiling, revealed 

that the robust induction of IEGs is accompanied by the downregulation of 

numerous metabolism-related genes, suggesting that the activity-induced 

transcriptional burst transiently hijacks the transcriptional machinery. In turn, the 

delayed downregulation of genes involved in ion transport and synaptic 

transmission may contribute to homeostatic plasticity mechanisms that 
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compensate for prolonged activation and stabilizes neuronal firing (Fernandes 

and Carvalho, 2016). Notably, within the downregulated geneset, we detected 

neuronal identity transcription factors, such as NeuroD1, that also correlates 

with the lower levels of accessibility of their DNA-binding sequence in epileptic 

and physiological activation. This result indicates that neuronal activation is 

such a demanding process that transiently takes over relevant resources of the 

cell remarkably affecting the basal state of the neuron. Probably, neuronal 

activation is a risky situation if there is a long-term hijack of the transcriptional 

machinery, and this could explain the tight coordination of the different waves of 

transcription during neuronal activation. 

Finally, our sequencing strategy based on the deep coverage of nuRNA-

seq samples allowed us to detect the expression of numerous eRNAs with 

better resolution and diversity than previous studies (Kim et al., 2010). The 

nuRNA-seq screen also revealed the production of ecRNA in activity-induced 

genes that may fine-tune the activity of these loci and contribute to 

transcriptional memory (Savell et al., 2016). The production of these ecRNAs 

correlates with the activity-dependent RNAPII occupancy and increased 

accessibility extending slightly beyond the gene limit. Unfortunately, despite the 

deep coverage, could not reliably interrogate alternative splicing of expressed 

genes and the formation of circular RNA structure previously described in 

neuronal cultures or dissected brain tissue in the nuclear samples because 

these analyses would require an even deeper coverage (You et al., 2015; 

Mauger et al., 2016). Other exciting questions that would be interesting to 

approach in the future refer to the alternative spliced micro-exons during 

neuronal activation in vivo, described to be enriched in neuronal tissue, affected 
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in autism spectrum disorder and linearly correlated with animal nervous system 

complexity (Irimia et al., 2014). Overall, our study adds to other recent 

transcriptomic screens describing the complex and diverse changes associated 

with neuronal activation. 

 

3. Chromatin architecture dynamics in neuronal activation 

A main question in neurogenomics is in what extend basal chromatin state 

affects activity-driven transcription and what regulatory mechanisms orchestrate 

the successive gene expression waves. Previous studies approached different 

levels of regulation in neurons such as changes in DNA methylation (Hadler et 

al., 2016), the production of DNA double-strand breaks (DSB) (Madabhushi et 

al., 2015) or the relocation of IEGs into transcription factories (Crepaldi et al., 

2013). We have extended the knowledge by the combination of nuRNA-seq, 

ATAC-seq, RNAPII ChIP-seq and HiC experiments in the same neuronal 

activation paradigm. With our integrative analysis approach, we demonstrated 

for first time that the robust transcription of IEGs during SE correlates with the 

formation of gene loops that bring together the TSS and the TTS. Such 

organization has been described for highly transcribed genes in yeast 

(Hampsey et al., 2011; Laine et al., 2009) and Drosophila cells (Rowley and 

Corces, 2018), but not in neurons. This leads us to hypothesize that the 

characteristic strong burst of transcriptional activity in IEG relies on the 

formation of gene loops to favor the continuous re-loading of the RNAPII 

complex. It would be interesting to understand the molecular mechanism that 

support the formation of these chromatin loops as well as the DNA double-

strand breaks (DSB) described by Madabhushi and colleagues, which might 
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facilitate gene loop formation (Madabhushi et al. 2015). It will be also relevant to 

describe the occurrence of gene loops in different cell types and paradigms of 

transcriptional bursting to evaluate the conservation of these mechanisms 

through evolution. 

Our analyses also identified hundreds of de novo or strengthened 

promoter-enhancer interactions and thousands of TF binding events in the 

chromatin of hippocampal excitatory neurons upon activation. Interestingly 

some of these changes are transcription-independent and most likely rely on 

the post-translational modification of protein complexes such as TF, chromatin 

remodelers and histone modifications. The majority of the changes were 

transcription-dependent and the diversity of TFs families driving those 

chromatin changes was influenced by the strength of the neuronal activation. 

Although the most prominent changes were common in both physiological and 

pathological stimulation, such as the increased accessibility of gene bodies and 

de novo AP1 and Mef2c binding at activity-regulated enhancers, our analyses 

also detected remarkable differences in the scope and magnitude of the 

changes. Notably, our longitudinal analyses in the context of SE retrieved 

changes in chromatin occupancy and enhanced interactions that persisted even 

2 days after stimulation. In particular, changes in the occupancy of AP1-binding 

sites are detected long after the shutdown of the encoding loci and constitute a 

prominent part of the deferred epigenomic signature of neuronal activation. This 

conclusion is in agreement with the recent observation of stable accessibility 

changes in granular neurons 24 h after electrical stimulation and the postulated 

role of Fos in initiating neuronal activity-induced chromatin opening (Su et al., 

2017).  
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Interestingly, our HiC datasets did not reveal higher order architectural 

changes during neuronal activation, neither we observed changes in the binding 

of CTCF and its expression. This means that most of the activity-induced 

changes occur relatively close to gene bodies and the main regulation takes 

place at the level of local chromatin accessibility. These results add to the 

previous descriptions of changes in the chromatin at proximal regulatory regions 

of IEG induced by transcriptional activity in neurons (Yap & Greenberg, 2018). 

The observation is also in agreement with a very recent study that indicates that 

genome topology does not play a fundamental role in the control of gene 

expression (Ghavi-Helm et al., 2019), supporting the idea that other type of 

mechanisms are directly responsible for transcription regulation. 

 
4. Potential mechanisms of long-term chromatin changes  

Recent studies have shown that during cell-type enhancer selection, AP-1 

binding sites are occluded by nucleosomes but became somehow primed. After 

the expression of the AP-1 heterodimer, this will interact with the BAF 

chromatin-remodeling complex at the selected enhancer sites to remodel 

nucleosomes and increase the accessibility in postmitotic neurons (Vierbuchen 

et al., 2017; Wu et al., 2007). This model is in agreement with previous 

descriptions of the relevance of histone turnover and exchange during neuronal 

activation (Zovkic et al., 2014; Maze et al., 2015; Yang et al., 2016). Moreover, 

the study by Yang and colleagues suggested that genes are turned off by the 

activity of NuRD, a nucleosome remodeler and deacetylase complex that 

appear to be crucial for dendritic pruning and neural coding (Yang et al., 2016).  

Intriguingly, the observed long-lasting chromatin accessibility change at 

AP-1 biding sites does not correlate with the kinetics of Fos and Jun expression, 
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the main constituent protein subunits of this TF. One possibility is that other AP-

1 subunits are occupying those sites after the Fos/Jun heterodimer is back to 

basal levels. Alternatively, other protein complexes associated with chromatin 

remodeling may occupy those sites, letting them prime for a second activation. 

There is approximately one million AP-1 binding sites in the mammalian 

genome, while according to ChIP experiments Fos/Jun complexes bind to 

approximately 10,000 sites in the mouse genome (Vierbuchen et al., 2017). 

Therefore, a third possibility could be that the robust induction of AP1 subunits 

in response to activity might produce an excess of proteins to guarantee the 

occupancy of these scarce sites, but we might not have yet the technology to 

detect the remaining low number of protein units still bound to the chromatin.   

These epigenetic changes may contribute to long-lasting or permanent 

changes in the expression and responsiveness of genes involved in synaptic 

function, thereby representing a sort of genomic memory. The experimental 

strategy for assessing the genomic memory might start by the selective 

perturbation of those sites that remain open after neuronal activation. This will 

probably require the use of novel technologies, like CRISPR-dCas9-based 

perturbations of chromatin structure, to overcome the functional redundancy 

and compensatory effects of eliminating individual TF subunits in neurons (Kim 

et al., 2010). 

 

5. Genomic memory: implications for disease and memory  

The enduring changes in accessibility that are associated with de novo AP1 

binding to distal regulatory regions of activity-induced genes and with enhanced 

promoter-enhancer interactions may influence future activity of the loci. Since 
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many of these loci play important roles regulating synaptic plasticity and 

excitability, the experience fingerprints that persist in the chromatin may act as 

a form of metaplasticity by influencing the future response of the neuron to the 

same or other stimuli.  

In the case of SE, our functional genomics analyses indicate that these 

long-lasting changes may relate to brain disorders such as cognitive 

dysfunction, dementia and neurodegenetative diseases. Intriguingly, a recent 

large-scale study of accessible cis-regulatory elements across multiple human 

tissues revealed that SNPs within AP-1 motifs, including disease-associated 

non coding variants, are often associated with changes in chromatin 

accessibility (Maurano et al., 2015, Vierbuchen et al., 2017). These results 

could suggest that the sites detected in our study could be useful as a potential 

target for the genomic treatment of the consequences of epileptic episodes. 

Notably, this makes sense in the pathoethology of the epilepsy, characterized 

by the recurrent reactivation of the network which further increases the 

probability of activation. Therefore, returning the chromatin to the basal state 

could contribute to stop the negative effects. 

In the context of learning, our results indicate that in addition to the well-

known role of dendritic spines and synaptic contacts as physical substrate for 

memory, other cellular compartments such the chromatin may also participate 

in cellular memory. Also, the need of transcriptional induction during the 

different phases of memory formation, such as consolidation and retrieval, 

support the putative role of the epigenome during metaplasticity. Indeed, in the 

near future we might speak of synaptic and nuclear memory. For instance, the 
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formation of pathological memories like post-traumatic stress disorder could rely 

on changes in the neuronal epigenome (Tsai & Graff, 2014). 

Finally, it will be very interesting to explore the relevance of AP1 and 

other induced TF in the specification of different neuronal subtypes through 

evolution. The close relation between neuronal depolarization and 

transcriptional regulation is conserved from invertebrate to vertebrates. It is also 

crucial at all brain stages, from circuit formation during development to 

environment adaptability in adults. The evidence indicates that the evolution of 

the regulatory genome, reflected in differences between species in the 

transcriptional response during neuronal activation, could be an important driver 

for the evolution of cognitive capabilities (Hardingham et al., 2018). Thus, 

understanding the role of epigenetics through the evolution of neuronal 

activation could be the key to decipher the functional relevance behind the 

genomic memory. 
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1. The technology developed here allows the interrogation of changes in 

nuclear transcriptional programs and translation, as well as changes in 

chromatin dynamics and interactions in excitatory neurons responding to 

stimulation in the adult mouse brain, unveiling multiple regulatory layers. 

 

2. The comparison of riboRNA-seq and nuRNA-seq datasets identifies 

transcripts displaying activity-dependent ribosome engagement. 

 

3. The investigation of nuclear transcripts unveils multiple levels of activity-

dependent gene expression, including the production of several species 

of non-coding RNAs. 

 

4. Synaptic activation causes a dramatic change in chromatin accessibility 

at activity-induced genes and enhancers. 

 

5. RNAPII-specific inhibition blocks the displacement of the +1 nucleosome-

at the promoter induced by activity as well as the increase of chromatin 

accessibility at the gene body of activity-regulated genes. 

 

6. Physiological neuronal activation shows common molecular features with 

pathological activation, and remarkable differences in the amount of 

changes in the transcriptional regulatory program. 

 

7. AP1 plays a prominent role driving chromatin changes upon both 

learning and status epilepticus. 
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8. Activity-driven transcription strengthen enhancer-promoter interactions at 

activity-regulated genes. 

 

9. Activity-driven transcription induces the formation of gene loops that 

bring together the TSS and TTS at actively transcribed genes to sustain 

the fast RNAPII re-loading. 

 

10. The longitudinal analysis of nuclear transcripts identifies specific 

transcriptional programs at the different time points of neuronal 

activation.  

 

11. Longitudinal analysis identifies long-lasting chromatin changes at 

intergenic regions that correlates with past transcription, representing a 

form of genomic memory potentially contributing to brain metaplasticity. 

 

12. Long-lasting chromatin occupancy and interaction changes induced by 

the past transcriptional activity are associated with AP1 binding and may 

contribute to the deleterious consequences of status epilepticus. 
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1. La tecnología desarrollada en el contexto de esta tesis permite la 

interrogación de los cambios en transcripción nuclear y la traducción, así 

como los cambios en el dinamismo de la cromatina y las interacciones 

en neuronas excitadoras respondiendo a la estimulación en el cerebro 

adulto del ratón, revelando múltiples capas reguladoras. 

 

2. La comparación de los datos de riboRNA-seq y nuRNA-seq identifica 

transcritos cuya unión al ribosoma está regulada por actividad. 

 

3. La investigación de los transcritos nucleares revela múltiples niveles de 

regulación de la expresión génica dependiente de actividad, incluyendo 

la producción de varias especies de RNAs no codificantes. 

 

4. La activación sináptica causa un cambio dramático en la accesibilidad de 

la cromatina en los promotores y enhancers de genes regulados por 

actividad. 

 

5. La inhibición especifica de la RNAPII bloquea el desplazamiento 

inducido por actividad del nucleosoma +1 en el promotor de los IEGs, así 

como el incremento de la accesibilidad de la cromatina en el cuerpo del 

gen. 

 

6. La activación neuronal fisiológica muestra características moleculares 

comunes con la activación patológica, y difieren remarcablemente en la 

cantidad de cambios en el programa de regulación transcripcional. 
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7. AP-1 juega un papel prominente dirigiendo los cambios de la cromatina 

tanto en el contexto de aprendizaje como de epilepsia. 

 

8. La transcripción dirigida por actividad refuerza las interacciones entre 

regiones enhancer y promotores de los genes regulados por actividad. 

 

9.  La transcripción dirigida por actividad induce la formación de lazos 

intragénicos que aproximan físicamente el TSS y el TTS de los genes 

que son fuertemente inducidos por actividad, permitiendo una recarga 

muy rápida de la RNAPII. 

 

10.  El análisis longitudinal de los transcritos nucleares identifica programas 

transcripcionales específicos en los diferentes puntos temporales de la 

activación neuronal. 

 

11. El análisis longitudinal identifica cambios de larga duración en regiones 

intergénicas que correlacionan con la transcripción que tuvo lugar en el 

pasado, representando por tanto una forma de memoria génica que 

puede contribuir a la metaplasticidad neuronal. 

 

12. Los cambios de larga duración en la ocupación y las interacciones de la 

cromatina inducidos por la actividad transcripcional pasada están 

asociados con la unión de AP1 y podrían contribuir a las consecuencias 

deletéreas de la epilepsia. 
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