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ABSTRACT 

The ability to process and integrate information from the environment and produce an 

adequate behavioural response is one of the basic mechanisms of animal survival. An 

important process underlying it is the multisensory integration of a variety of stimuli, 

which has an important impact on perception and a great variety of processes. Deficits 

in this integration have been documented in patients suffering from schizophrenia and 

attention deficit and hyperactivity disorder, as well as from Parkinson’s disease. 

The basal ganglia are a highly interconnected group of subcortical nuclei which are 

involved in motor and cognitive processes. Importantly, they are also related to the 

integration of sensorimotor information. The striatum is the input layer of the basal 

ganglia and receives cortical projections from motor, associative and sensory areas. In 

mice, the dorsal striatum has been divided into two different functional regions: the 

dorsolateral (DLS) or sensory-motor striatum and the dorsomedial region (DMS), also 

known as the associative striatum. Medium Spiny Neurons from the direct (dMSNs) and 

indirect (iMSNs) pathways receive sensory information in the whole dorsal striatum. 

Whereas MSNs in the DLS respond to tactile inputs, single MSNs in the DMS can be 

activated by tactile as well as by visual inputs. Nevertheless, the different latencies 

when processing visual and tactile information results in a delay which causes the 

independent integration of these inputs. In addition, the dorsal striatum is densely 

innervated by dopaminergic axons from the Substantia nigra pars compacta (SNc). 

Dopamine is known to modulate and induce changes in neuronal transmission and 

plasticity, and behaviourally it has been linked to a great variety of functions such as 

reinforcement and reward-dependent learning. 

In this study we aim to explore the impact of dopamine on the modulation of visual, 

tactile and bimodal sensory responses in MSNs located in the DMS. In order to do so, 

we performed in vivo optopatch-clamp recordings on identified striatal MSNs with 

simultaneous local field potential recordings in primary visual and somatosensory 

cortices in anesthetized mice. Dopamine is released from the SNc terminals in the DMS 

by optogenetic stimulation while presenting visual, tactile and bimodal contralateral 

stimuli.  

Our main finding describes a new mechanism in which dopamine enhances dMSNs 

efficiency to integrate multimodal information by synchronizing visual and tactile 

inputs. Dopamine modulates differently these sensory inputs due to the existence of a 

specific cortical projection towards the DMS. In addition, dopamine affects the 

spontaneous activity of MSNs, modulating the slow and fast oscillatory frequencies. 

The results obtained in this study represent a step forward towards understanding the 

role of DA in the striatal microcircuits. The described mechanism will help to decipher 

the unknown phenomenon by which the brain is able to integrate multisensory 

information. Moreover, it will be relevant to understand diseases such as attention 

deficit and hyperactivity disorder, schizophrenia or Parkinson’s disease, all of them 

related with malfunctions in the associative striatum.   
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RESUMEN 

Uno de los requisitos básicos para la supervivencia es la capacidad de procesar la 

información de nuestro entorno y producir un comportamiento adecuado. En este 

sentido, la integración multisensorial contribuye a una percepción correcta, rápida y 

eficaz. Déficits en este tipo de integración se han documentado en pacientes con 

diferentes enfermedades, entre ellas la enfermedad de Parkinson. 

Los ganglios basales son un grupo de núcleos interconectados que participan en una 

gran cantidad de funciones motoras y cognitivas. Es importante destacar que también 

están involucrados en los procesos de integración de información sensorio-motora. El 

estriado es la entrada sináptica a los ganglios basales y recibe proyecciones desde 

diferentes áreas corticales motoras, asociativas y sensoriales. En el ratón, el estriado 

dorsal se ha dividido en dos regiones funcionalmente diferentes: la región dorsolateral 

(DLS) o estriado sensorio-motor; y la región dorsomedial (DMS), también llamada 

estriado asociativo. En el estriado dorsal, las neuronas de proyección GABAérgicas 

(MSNs) de la vía directa e indirecta reciben información sensorial. Mientras que las 

MSNs del DLS integran estímulos táctiles, las MSNs del DMS pueden integrar 

información de diferentes modalidades sensoriales, entre ellas táctil y visual. Sin 

embargo, las diferencias temporales en el procesamiento sensorial de estos estímulos 

evocan respuestas independientes en las MSNs. Por otra parte, el estriado dorsal recibe 

una gran densidad de axones dopaminérgicos de la parte compacta de la sustancia negra 

(SNc). Es sabido que la dopamina modula e induce cambios en la transmisión neuronal 

y la plasticidad sináptica en el estriado; y en cuanto al comportamiento, se la ha 

relacionado con una amplia variedad de funciones, como el refuerzo y el aprendizaje 

dependiente de recompensa.  

El objetivo principal de esta tesis es explorar el impacto de la dopamina en el 

procesamiento sensorial de estímulos visuales, táctiles y bimodales en las MSNs del 

DMS. Para ello, realizamos registros intracelulares optopatch-clamp junto con registros 

simultáneos de la actividad extracelular de las cortezas visual y somatosensorial 

primarias en ratones anestesiados. Para estudiar el efecto de la dopamina, estimulamos 

optogenéticamente las terminales dopaminérgicas de la SNc en el DMS mientras 

presentamos estímulos contralaterales visuales, táctiles y bimodales. 

El resultado principal de esta tesis doctoral es la descripción de un nuevo mecanismo de 

sincronización multisensorial mediado por el incremento de los niveles de dopamina. La 

dopamina mejora la eficiencia de las MSNs de la vía directa para integrar información, 

sincronizando las respuestas táctiles y visuales. Este proceso se explica por la existencia 

de una proyección cortical específica al DMS. Además, la dopamina también afecta a la 

actividad espontánea de las MSNs, modulando las frecuencias de oscilación lentas y 

rápidas. Los resultados obtenidos suponen un avance para entender el papel de la 

dopamina en los microcircuitos del estriado. Por otro lado, el mecanismo descrito 

contribuye a descifrar cómo el cerebro integra información multisensorial. También será 

relevante para comprender enfermedades como el déficit de atención e hiperactividad, la 
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esquizofrenia o la enfermedad de Parkinson, cuyos pacientes presentan deficiencias 

sensoriales que involucran al estriado asociativo. 
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1. INTRODUCTION 

 

One of the most impressive features of the nervous system is its ability to process 

information from a variety of stimuli originated by diverse sources. These stimuli such 

as light, sound, pressure or odours arrive to our sensory organs with very different 

delays. For instance, light travels at 3x108 m/s, while the speed of sound is 340 m/s. 

Additionally to this disparity of delays, once the inputs arrive to our body, each sensory 

system requires particular time intervals to process the information before targeting 

primary sensory areas. However, the brain is able to arrange them in an integrated and 

comprehensible representation of the external world that is understandable to therefore 

produce an adequate behaviour. Nevertheless, the biological mechanism of multisensory 

integration explaining this phenomenon remains unknown. 

1.1. A BASAL GANGLIA OVERVIEW 

 

The world around us is continuously changing and stimulating our senses. One of the 

main functions of the nervous system consists on perceiving the diverse stimuli present 

in the outside world and subsequently process and integrate them to therefore produce 

adaptive signals and adequate behaviours. In order to do so, the central nervous system 

possesses specialized circuits in which sensorimotor information is coordinated at 

multiple levels of processing. For instance, the central pattern generator (CPG) 

distributed in different regions of the spinal cord, the cerebellum, the superior colliculus 

or the brain cortex, among others. A pivotal circuit which integrates sensorimotor 

information and coordinates and executes planned actions is the one composed by the 

basal ganglia (BG). 

The BG, which is a group of highly interconnected subcortical nuclei, is connected with 

the cortex, thalamus and brainstem, and was first anatomically described in 1664 by 

Thomas Willis1,2 (Fig.1). Most cortical areas send inputs to the BG, which then provides 

outputs to different brain systems. Traditionally, the BG is best known for its role in 

movement3, being involved in the selection and inhibition of action commands4, such as 

motor learning and action selection5–11. Importantly, the BG is characterized for its role 

in connecting the cortex with different neural systems and therefore creating a network 

to coordinate and execute planned and motivated behaviours through motor, cognitive 

and limbic circuits. Broadening this classical view, an increasing number of studies are 

showing that besides of being involved in motor tasks, BG is also involved in 

integrative and cognitive processes such as emotions, motivation, habit formation11, 

mental imagery12,13, planning14, attention15,16, language17–19 and sensory processing17,20.  
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Figure 1. The basal ganglia seen by 

Thomas Willis. Reproduction of a plate 

showing a dorsal view of the brainstem and 

basal ganglia of a sheep. Hemispheres were 

removed to better illustrate the BG.  The 

corpus striatum was cut in half to show its 

characteristic striations. From Parent, 

201221. 

 

 

 

 

 

 

BG malfunctions can lead to several motor-related diseases like Parkinson’s Disease 

(PD) or Huntington’s disease, but also to cognitive-like diseases, such as Tourette’s 

Syndrome, Obsessive Compulsive Disorder (OCD) or the Attention Deficit and 

Hyperactivity Disorder (ADHD) among others22. Moreover, in motor-related diseases, 

such as PD, patients can suffer other symptoms, including: depression, insomnia and 

emotional problems23.  

1.1.1. Basal ganglia anatomy and circuitry 

 

The components of the BG include the striatum –composed of the caudate nucleus, 

putamen and Nucleus accumbens (NAc)–, the external and internal segment of the 

Globus pallidus (GPe and GPi respectively), the subthalamic nucleus (STN), the 

Substantia nigra pars compacta (SNc) and the Substantia nigra pars reticulata (SNr)2,24 

(Fig. 2). The striatum receives glutamatergic inputs from layer 5, as well as from layer 

2/3 of the cortex and the thalamus. The GPi and the SNr function as the output nuclei of 

the BG2. 

The main input layer of the BG is the striatum, which is mainly composed by 

GABAergic25 projection neurons called Medium Spiny Neurons (MSNs)26–29. These 

populations of neurons receive excitatory inputs from different cortical areas and the 

thalamus30,31 and are divided into two subpopulations: the “direct” and “indirect” MSNs 

(dMSNs and iMSNs respectively), which in turn give rise to the two output circuits of 

the BG: the direct and the indirect pathway (Fig. 2). This distinction relies on which 

family of dopamine receptors MSNs possess and its projection towards the BG output 

nuclei. Direct MSNs are so-named because they provide direct inputs to the output 

neurons of the BG in the GPi and SNr. On the other hand, indirect MSNs provide inputs 

to the GPe, which, together with the STN, comprises the main components of the 
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indirect basal ganglia pathway. Both arkypallidad and prototypic GPe GABAergic 

neurons project to the striatum32. In addition, prototypic neurons also project to the 

output nuclei of the BG (GPi and SNr) and to the STN32–34.  

In the classical BG model, glutamatergic projections from the cortex towards the 

striatum activate MSNs from the direct and the indirect pathway. On one hand, the 

direct pathway functions on the principle of the positive feedback. Once MSNs from the 

direct pathway are activated, they send inhibitory GABAergic projections towards the 

BG output: the GPi and the SNr, which in turn send inhibitory inputs to the thalamus 

and other brain structures. When the GPi and SNr are inhibited by direct MSNs, the 

thalamus gets disinhibited. This causes an increased synaptic transmission from the 

thalamus towards the cortex, promoting movement2,35,36. On the other hand, the indirect 

pathway functions by negative feedback. Once the MSNs from the indirect pathway are 

activated, they send inhibitory projections towards the GPe. The GPe, which normally 

sends inhibitory projections towards the STN, will then be inhibited by indirect MSNs 

causing a disinhibition of the STN. The STN will therefore send excitatory inputs 

towards the GPi, which in turn inhibits the thalamus, causing a decreased synaptic 

transmission towards the cortex, resulting in the prevention of movements2,35,36. Thus, 

the activation of the direct pathway results in an inhibition of the tonic inhibitory output 

of the BG, promoting movement; whereas the activation of the indirect pathway inhibits 

the GABAergic GPe output, which results in the disinhibition of the output neurons of 

BG and the STN which in the end prevents the unnecessary movements. Once the BG 

output nuclei are targeted, they project to multiple brain structures. One of the regions 

they target are different thalamic nuclei, which in turn project to frontal cortical areas 

involved in the planning and execution of movements. They project to the intralaminar 

thalamic nucleus which gives input to the neocortex and the striatum. In addition, they 

project to the intermediate layers of the superior colliculus which are related to the 

generation of head and eye movements. Finally, their inputs also reach the 

pedunculopontine nucleus (PPN), which is directly implicated in locomotor control, 

contributing to the speed and gait of movements2,37. 

In summary, the cortex and thalamus provide excitatory inputs to the striatum, which 

sequentially provides inhibitory and excitatory regulation of the output nuclei of the BG 

through the direct and indirect pathways. In general terms, the activity of these two 

pathways has been considered as a counterbalanced regulation of the output nuclei of 

the BG.  

The STN is another entry point of the BG which, as happens in the striatum, receives 

projections from several cortical areas such as motor, oculomotor, associative and 

limbic. The STN then provides output to the GPe and to the GPi/SNr. The cortical 

projections towards the STN and the subsequent projections from this nucleus to the 

GPi/SNr have been termed the “hyperdirect” pathway. This pathway constitutes a faster 

route for the cortical input to modulate the activity in the BG output nuclei2. Different 

studies suggest that this pathway could act as a parallel signal to inhibit certain motor 
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programs38,39 and therefore benefit the selected ones. In addition, lesions in this nuclei 

have resulted in the appearance of involuntary body movements38. 

 

 

 

 

 

 

 

 

 

Figure 2. Diagram showing the basal ganglia circuitry. The striatum receives glutamatergic excitatory 

corticostriatal and thalamic inputs. The GPi and SNr function as the output nuclei of the BG, which are 

directed to the thalamus, superior colliculus and PPN. The direct pathway originates from MSNs 

expressing D1DRs and projects towards the GPi and the SNr output nuclei; whereas the indirect pathway 

originates from D2DRs expressing MSNs which project to the GPe. From Gerfen & Surmeier, 201124. 

Besides the canonical BG circuits, there are several anatomical features that add 

complexity to this system. First of all, we have to take into account that the nigostriatal 

system provides a massive dopaminergic input to the striatum from the dopaminergic 

neurons of the ventral tegmental area (VTA) and SNc40–42. Secondly, the organization of 

the corticostriatal system, which provides high overlapped corticostriatal inputs to the 

striatum31,43,44. These features and others, such as the lack of physical boundaries in the 

striatum, the large quantity of different types of neurotransmitters and the different brain 

structures that target the BG output nuclei2, add complexity to the BG circuitry, and the 

specific mechanism that regulates the output of the BG remains elusive. 
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1.2. THE STRIATUM 

 

The striatum acts as a hub where multiple input streams converge. Glutamatergic 

afferents from the cortex are considered as the main driver of striatal activity, although 

glutamatergic inputs from the thalamus also target MSNs. In addition, the striatum 

receives GABAergic afferents from the midbrain45 as well as from the GPe33,45. 

Moreover, it has been described an afferent cholinergic connection from the PPN and 

the laterodorsal tegmentum46.  But one of the main features of the striatum is that it is 

the most innervated nuclei by dopaminergic terminals from the SNc and VTA in the 

entire brain40,42 (Fig. 3).  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Afferent pathways in the striatum. Schematic representation of the afferent projections from 

the GPe, PPN and SNc/VTA towards the striatum and the intrastriatal connections within the striatum. 

From Silberberg & Bolam, 201545 . 

1.2.1. Medium spiny neurons 

 

MSNs comprise the 95% of neurons in the striatum, where they are homogeneously 

distributed. They display a cell diameter of around 12-20 µm from which several 

branched dendrites radiate, covering over 200 µm in diameter. They are termed “spiny” 

because their dendrites are densely laden with spines (Fig. 4, 20b).  
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Figure 4. Caudate nucleus of a twenty-day old mouse seen by Santiago Ramón y Cajal. Reproduction 

of a slice illustrating MSNs (B) in the caudate nucleus along with several fiber tracts (C, E) which pass 

through the striatum. From Beautiful Brain: The Drawings of Santiago Ramon y Cajal47. 

1.2.1.1. Electrophysiological properties of MSNs 

 

In conditions such as slow-wave sleep48,49, anaesthesia or during behavioural rest50, a 

Slow Wave Oscillation (SWO) originates in the cortex51 and then propagates towards 

other brain regions48,52 –including the striatum53–56–, modulating the resting state of 

MSNs54,57 and interneurons53. This collective oscillatory activity of around 1 Hz of 

frequency is described as a bi-stable state in which the membrane potential of the 

neurons alternates from periods of activity and periods of silence58 (Fig. 5). The “Up 

states” are characterized by periods of high synchronized synaptic activity and are 

defined by a depolarized membrane potential rich in synaptic activity48,54,59,60. On the 

other hand, the “Down states” are characterized by silence periods in which the neurons 

display hyperpolarized membrane potentials58,61. This pattern can be observed at the 

intracellular (Fig. 5b) as well as at the population level (Fig. 5a).  



41 
 

 

Figure 5. SWO activity during an anesthetized in vivo recording. Example of SWO activity at the 

population (a) and intracellular level (b) during an in vivo anesthetized recording displaying the 

characteristic Up and Down state pattern. Red arrows indicate Down state periods, whereas green arrows 

indicate Up state periods.  

The Down state, which is near the reversal potential for K+, is characterized by a very 

low level of synaptic input54. Because of this sparse input, a high input resistance would 

be expected when MSNs are hyperpolarized. Nevertheless, MSNs are dominated by 

inwardly rectifying K+ channels (Kir2), which maintain an hyperpolarized potential in 

vivo53,57,62,63 and in vitro64,65 and decrease the input resistance of MSNs during the 

Down state66. As a consequence, the hyperpolarized resting membrane potential is quite 

far from the spiking threshold (approximately -40 mV)67, and it is common for an MSN 

to be in the Up state for long periods without firing66. Nevertheless,  MSNs can trigger 

action potentials, although irregularly and at a low frequency53,62,63,66 displaying long-

latency spike discharge at rheobase65. In vitro, it has been observed that MSNs show 

characteristic ramp responses and delayed firing to near-threshold current steps, mainly 

due to slow inactivating K+ conductances64,68. Moreover, it has been shown that they 

display low time constants and input resistances69,70. Regarding direct and indirect 

MSNs, it has been reported that they display similar electrophysiological properties 

both in vitro69,71 and in vivo53,62 studies, although with indirect MSN displaying higher 

input resistances, which makes them more excitable than direct MSNs62,69. In addition, 

no differences in the membrane potential or the spiking threshold between these two 

subpopulations have been found69.  

During the low level of synaptic input at the Down state, when an excitatory 

glutamatergic synaptic input arrives but does not have any spatial or temporal 

convergence with other inputs, the Kir2 K+ channels shunt this synaptic current, thus 

minimizing the cellular response. But if this input is highly convergent, the 
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glutamatergic inputs can overload Kir2 channels, promoting their closure54. The closure 

of these channels leads to an elevation of the input impedance of MSNs dendrites and a 

reduction in their electrotonic length67,72. These changes depolarize the cell membrane 

of MSNs and bring them nearer to the spiking threshold, leading to the Up states, which 

can last hundreds of milliseconds. In this moment is when MSNs can spike, although 

they fire scarcely53,62,63. The moment in which they switch from Down to Up states or 

viceversa are termed “state transitions”. MSNs express a wide array of conductances 

whose properties can be modulated by the changes that accompany state transitions73. 

These conductances include voltage-sensitive Na+ and K+ channels, different classes of 

low- and high-threshold voltage-sensitive Ca+2 channels and ionotropic glutamate 

receptors74. Different neuronal processes in MSNs are regulated by Ca+2 influx, such as 

synaptic strength75. MSNs have different routes for Ca+2 entry, for instance, Ca+2-

permeable AMPA (AMPARs)76,77, Kainate (KARs) and NMDA (NMDARs) receptors. 

Synaptic Ca+2 signals in the Down state are dominated by Ca+2-permeable AMPARs 

and KARs2,66. Nevertheless, the membrane potential depolarization that occurs during 

the state transition switches the dominant source of Ca+2 to NMDARs78. In addition, it 

has been observed that NMDA receptors contribute to maintain the Up states79–81. In 

summary, the AMPA/Kainate receptors activation provides the necessary depolarization 

to allow the current flow through NMDA receptors2,82,83. 

1.2.1.2. The Direct and Indirect MSNs 

 

MSNs project outside of the striatum towards the GPe and/or the GPi and the SNr84. 

Depending on their projection to these BG output nuclei and which family of dopamine 

receptor they express, MSNs have been divided into two subpopulations: the direct and 

the indirect pathway MSNs84–86. These two subpopulations seem equally distributed 

among the dorsal striatum87. All of them contain glutamic acid decarboxylase (GAD), 

which is used to syntethize GABA88. Nevertheless, only direct MSNs contain the 

substance P and dynorphin neuropeptides86,89; whereas only indirect MSNs contain 

enkephalin90. Additionally, direct MSNs are characterized by expressing D1 dopamine 

receptors (D1DRs). They are termed “direct” MSNs because they project directly to the 

SNr and to the GPi (Fig. 6). Due to this, direct MSNs are also termed striatonigral 

MSNs. On the other hand, indirect MSNs are characterized by expressing D2 dopamine 

receptors (D2DRs), which in turn co-localize with enkephalin. They are termed 

“indirect” because they project indirectly to the output nuclei of the BG, projecting first 

to the GPe and from there to the GPi and SNr91,92 (Fig. 6). Based on their projections, 

they are also termed striatopallidal MSNs. The segregated expression of these two 

families of dopamine receptors in direct and indirect MSNs has been confirmed by 

several studies93,94, and it has been described a very small proportion of neurons 

expressing both D1 and D2 dopaminergic receptors95. 
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Figure 6. Schematic 

representation of direct 

and indirect pathway 

MSNs. Notice the direct 

projection of direct 

MSNs towards the GPi 

and SNr. From 

Handbook of Basal 

Ganglia Structure and 

Function2. 

 

 

 

 

Direct and indirect MSNs are quite similar when comparing their anatomy and their 

electrophysiological properties. Several studies have revealed differences between these 

two subpopulations, such as their somatodendritic anatomy71,96. In rodents, direct MSNs 

display a more complex dendritic arborisation71, with no obvious difference in spine 

density. In addition, it has been reported that direct MSNs display bigger responses to 

tactile stimulation in the dorsolateral striatum50,53,62 and it has been estimated that they 

receive stronger synaptic input than indirect MSNs97. In addition, in vitro studies 

revealed that direct MSNs display lower input resistances62,69,71 and are less excitable 

than indirect MSNs62,69. In the striatum, MSNs contact with cholinergic interneurons, 

but not with fast-spiking GABAergic interneurons98.  In addition, both MSNs types can 

target other MSNs, although this interconnectivity is sparse64,99–101. There is a highly 

prevalence of connections where indirect MSNs form synapses with direct MSNs, 

acting as the presynaptic cell; whereas a very few percentage of direct MSNs form 

connections onto indirect MSNs100,101. Furthermore, the synaptic connections formed by 

direct MSNs are weaker than those formed by indirect MSNs, probably due to a fewer 

number of GABAA receptors on the direct MSNs synapses101. 

Classically, in the case of motor function, the direct pathway is considered as the one 

that promotes actions, whereas the indirect pathway supresses not desired 

movements102,103. Nowadays there are several reports postulating that the co-activation 

of both pathways is important for action selection and action initiation104, where direct 

pathway MSNs promote the wanted motor programs and indirect pathway MSNs inhibit 

competing motor programs104,105.  In fact, the global activation of indirect MSNs 

population would inhibit most motor programs instead of only the unwanted ones, 

leading to disorders such as bradykinesia103. Similarly, ablating or depleting the indirect 

pathway MSNs population would abolish suppression of unwanted motor programs and 

induce hyperkinesia106,107. In addition, the simultaneous optogenetic activation of direct 

and indirect MSNs in 6-hydroxy-dopamine (6-OHDA) depleted animals induces 

involuntary movements similar to dyskinesias108. Nonetheless, both subpopulations 
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receive cortical innervation, which is mediated by pyramidal cortical neurons. However, 

the specific corticostriatal connectivity targeting the different types of neurons along the 

whole striatum is still not fully clear. These differences cause that direct and indirect 

MSNs also differ in their role in movement disorders such as PD36,102. 

1.2.2. Striatal interneurons 

 

The remaining neuronal types that can be found in the striatum are interneurons26,28. 

Striatal interneurons do not project axons outside of the striatum, creating instead a 

micro-circuit of locally projecting axons within the nucleus. They make up 

approximately 5% of the striatal neuron population and they are morphologically and 

neurochemically quite defined. There are two major identified groups. One of them is 

the cholinergic interneuron2,84,109,110 and the other is composed by an heterogeneous 

population of GABAergic aspiny interneurons, in which we can identify several classes.  

1.2.2.1. Cholinergic interneurons 

 

Cholinergic interneurons (ChIs) use acetylcholine as neurotransmitter and constitute one 

of the most important types of interneurons in the striatum. They are normally identified 

by their large soma size of about 40 µm of diameter26,110,111 from which long aspiny 

dendrites split in several branches. Its fine and extensive axon can extend distances over 

2 mm. Electrophysiologically, ChIs can also be distinguished by their depolarized 

resting membrane potential and high input resistance112. In vivo, they spontaneously 

tonically fire at a rate of 2-10 Hz due to their expression of Na+ currents and 

hyperpolarization-activated cation currents113. When they fire, there is a prominent 

afterhyperpolarization following each spike, due to Ca+2-activated K+ channels84,110,114 

(Fig. 19b). They co-express D2 and D5 dopamine receptors115. Although they only 

comprise 1 or 2% of the striatal neurons, they exert a strong control on striatal circuits 

by disynaptic inhibition of MSNs115,116. In this case, the inhibition exerts its effect onto 

the MSNs through an intermediate connection which is still unknown117,118. ChIs 

receive excitatory innervation which comes primarily from the thalamus119 and in a 

lesser extent, from the cortex120. They also receive inhibitory synapsis from MSNs121.  

 

Another characteristic feature of ChIs is their pause in tonic firing when responding to 

salient cues, such as reward prediction in vivo122,123. The origins of this pause are not 

established, but it is known that requires thalamic and dopaminergic innervation to 

occur124. Additionally, ChIs have been related to associative learning, reward processing 

and motor control125. In fact, it has been proposed that dopaminergic neurons could 

engage ChIs to control striatal circuits114,115. With all this information together, it is 

clear that ChIs create micro-circuits capable of modulating striatal output126. Moreover, 

ChIs display a functional gradient in the striatum, with higher activity in the medial 

regions127,128, which suggests that they will exert a different control depending of the 

striatal region.  

 



45 
 

 

 

1.2.2.2. GABAergic interneurons 

 

Several Golgi studies suggested that there are up to nine morphological different types 

of neurons in the striatum of rodents. The current point of view is that apart from the 

MSNs and the cholinergic interneurons, there are seven classes of GABAergic 

interneurons that present different electrophysiological and neurochemical 

properties112,129–132. Nevertheless, is probably that this view underestimates the diversity 

of GABAergic interneurons of the striatum.  

1.2.2.2.1. Fast spiking interneurons 

 

Fast spiking interneurons (FS) conform only a few percentage of striatal interneurons –

around a 0.7%133–, express parvalbumin134–136 and the D5 dopamine receptor137. This is 

why they can also be termed as PV+ interneurons. They can be physiologically 

identified because they present characteristic electrophysiological properties, such as an 

hyperpolarized resting membrane potential and a low input resistance similar to 

MSNs53,70, as well as a high frequency firing rate136. These interneurons receive a large 

input from cortical neurons to then target MSNs by peri-somatic138 feedforward 

inhibition100,139,140. This type of inhibition is suggested to contribute to action selection, 

supressing the activity of MSNs in unwanted actions141. Although both types of MSNs 

are targeted by this interneurons, it has been observed that FS have some kind of 

preference to target direct MSNs140. In addition, FS can target other FS but not low-

threshold spiking interneurons or ChIs130,142. Different reports have demonstrated the 

presence of a dorsal to ventral and lateral to medial gradient of expression143. In fact, the 

dorsolateral striatum is relatively enriched in FS132,139,141,144, suggesting that they may 

play an important role in sensorimotor integration. In addition, it has been observed the 

existence of diverse types of PV interneurons with different electrophysiological 

properties along the dorsal striatum132,144, with dorsomedial PV interneurons having an 

increased excitability when compared to PV interneurons from the dorsolateral 

striatum144. 

1.2.2.2.2. Low Threshold Spiking interneurons 

 

Low-Threshold Spiking Interneurons (LTS) express somatostatin, neuropeptide Y and 

nitric oxide synthase (NOS)136,145,146. Electrophysiologically, LTS interneurons are 

characterized by their plateau potentials and low-threshold spikes. In addition, they 

display higher input resistances and a relatively depolarized resting potential112. They 

receive monosynaptic excitatory inputs from the cortex which can evoke spikes and 

long lasting potentials112,138,147. It has been suggested that LTS interneurons and NPY+ 

interneurons –described in the section below–, represent the extremes of a single 

distribution148, although the differences between these two classes were significant 

enough to classify them as a different type. Similarly to other GABAergic interneurons, 
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they also exert a strong inhibition towards MSNs, playing a significant role in mediating 

feedforward inhibition onto them by targeting the distal dendritic compartment of 

MSNs116,126. 

1.2.2.2.3. Somatostatin/NOS/Neuropeptide Y interneurons 

 

A second type of GABAergic interneuron that expresses somatostatin, neuropeptide Y 

and NOS was first described in 1983145,149. These neurons are medium-sized, with a 

soma of 15-25 µm diameter, and are the second largest interneuron in the striatum after 

ChIs. They receive cholinergic and dopaminergic input130, as well as synaptic input 

from the cortex112,150; and they express D5 dopamine receptors. The most characteristic 

electrophysiological attributes of this interneurons are the presence of a low threshold 

Ca+2 spike (LTS), a very high input resistance (> 600 MΩ) and a depolarized resting 

membrane potential (of around -50 mV)70,130. They seem to follow a gradient too, with a 

larger number present in ventral areas compared to dorsal areas2. 

MSNs are the major target of these interneurons. Axonal terminals of NPY+ 

interneurons form synapsis on the distal regions of the dendrites and on spines, largely 

avoiding the soma, inhibiting MSNs151–154. It has been reported that they also form 

synapses with ChIs152,153,155, but synapses between other NPY+ interneurons have not 

been reported130. It has been observed that they inhibit MSNs, but evoking relatively 

weak GABAergic IPSCs, likely onto the distal dendrites of MSNs142. This has 

suggested that NPY+ interneurons could exert slow modulatory effects rather than fast 

synaptic effects130 such as the potent inhibition on GABA release at MSN-MSN 

synapses156. No IPSC have been observed in other NPY+ interneurons, FSIs or ChIs130.  

1.2.2.2.4. Neurogliaform interneurons 

 

About the 75% of the striatal NPY+ neurons are the ones already described on the 

previous sections. Nevertheless, the remaining 25% exhibited a different set of 

electrophysiological properties and a different morphology157,158. Additional reports 

revealed that this type of interneuron also expresses somatostatin and NOS; and that it 

displays a more complex dendritic arborisation when compared to other NPY+ 

interneurons131. Moreover, their soma is slightly smaller than the LTS interneurons131. 

These interneurons exhibit a very hyperpolarized resting membrane potential during in 

vitro recordings, and similar to MSNs, they are not spontaneously active131. As other 

interneurons, they synapse onto MSNs and their synaptic response is mediated by 

GABAA receptors148,159. Nevertheless, they elicit an IPSC/P with slow kinetics157,158. 

1.2.2.2.5. Calretinin interneurons 

 

Calretinin interneurons are one of the three first identified GABAergic interneurons 

(together with FS and LTS interneurons) in the striatum of rodents, but very little is 

known about them. Recently, the first in vivo recording and juxtacellular labelling was 

performed160 in this type of interneuron. Here, authors described three structural and 
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topographical distinct calretinin subpopulations. This distinction was previously 

observed based on their soma size and morphology161. 

1.2.2.2.6. Other types 

 

Several studies suggest that we can find more subtypes of GABAergic interneurons in 

addition to the ones described above. One of them was first described in the striatum of 

adult monkeys by performing tyrosine hydroxylase (TH) immunocytochemistry 

techniques162. From that moment, these striatal TH-immunoreactive interneurons have 

been described in other species such as rat, mice and human163,164. Moreover, some 

studies suggest that there are at least two different populations of TH+ interneurons165. 

Studies regarding their somatic size are quite variable, describing them with a small 

diameter of 6-12 µm, or up to 20 µm166. It is difficult to describe them accurately, and 

some reports argue that these neurons only appear in lesioned animals, being absent in 

control ones such as rat167 or monkey168; whereas other studies argue that they are 

totally absent in rat or mice but present in monkeys162. All these differences could be 

due to variations among species or even to technical artifacts when performing 

immunocytochemistry techniques. 

Other studies which examined the Htr3a-cre mice –a BAC transgenic mouse line 

expressing cre under the control of the 5HT3a (Htr3a) promoter169–, revealed that a 

percentage of the labelled neurons did not express any of the markers listed above 

(somatostatin, NOS, tyrosine hydroxylase or calretinin)131,170. Based on the 

electrophysiological and morphological experiments, these neurons were divided into 

Fast-Adapting Interneurons (FAI)170 and Spontaneously Active Bursty Interneurons 

(SABIs)171.  

1.2.3. Astrocytes 

 

Striatal astrocytes are complex cells with multiple levels of branches that emanate from 

the cell body172. In the striatum, a spatial gradient of astrocyte distribution has been 

described with higher densities accumulated in ventral areas compared to more dorsal 

areas173. Astrocytes are important regulatory elements for different brain functions. 

They respond to neurotransmitters and release their own gliotransmitters174 that can 

regulate synaptic transmission175,176. In the dorsal striatum, it has been observed that 

there is a selective regulation of specific synapses by astrocytes177, suggesting that they 

are involved in the coordination of the striatal function and its dysfunction in brain 

disorders177. In the NAc (ventral striatum), astrocytes have been proposed to regulate 

neuronal excitability, addiction and drug-seeking behaviours178,179. A recent study 

showed that astrocytes are key regulatory elements in dopaminergic signalling in the 

NAc180.  
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1.2.4. Corticostriatal afferents 

 

The striatum is the main input entrance to the BG. The activity of the striatal neurons is 

mainly determined by excitatory inputs from cortex and thalamus. Therefore, the 

information that MSNs transmit to the BG output circuits is basically determined by 

corticostriatal and in a less extent thalamostriatal inputs, together with the striatal 

microcircuits interactions. 

1.2.4.1. Corticostriatal neurons 

 

Layer 5 and in some cases layer 2/3 cortical neurons from most cortical areas provide 

the majority of cortical input to the striatum. These are pyramidal neurons, and use 

glutamate as neurotransmitter2. Corticostriatal neurons are distinguished based on their 

projections to other brain areas and their laminar distribution within the cortex. There 

are two main subtypes of corticostriatal neurons based on the distribution of their axon 

collaterals when projecting subcortically: the corticostriatal pyramidal tract neurons 

(PT) and the corticostriatal intratelencephalic neurons (IT) (Fig. 7). 

 

Figure 7. PT and IT cortical 

projections towards the striatum. 

Tracing of PT (left) and IT (right) 

dendrites (in black) and their 

respective cortical (A, B) and 

striatal (A’, B’) axons (in grey). 

From Handbook of Basal Ganglia 

Structure and Function2. 

 

 

 

 

 

 

 

 

IT corticostriatal neurons are very numerous when present in agranular cortical regions 

projecting exclusively to ipsi and contralateral striatum and cortex (Fig. 7), with no 

other subcortical targets181. They are mainly located in the superficial half of cortical 

layer 5 with some of them distributed in layers 2/3182–184 and are characterized by 

having a simple apical dendritic tuft and a thin apical dendrite184,185. The second type or 

PT corticostriatal neurons send projections to the thalamus, subthalamic nucleus, 
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superior colliculus and brainsteam, leaving collaterals in the striatum, but do not project 

contralaterally to the cortex or the striatum182,186 (Fig. 7). These neurons are normally 

placed in the deeper layers of cortical layer 5 and occasionally in layer 4, always deeper 

when compared to IT neurons. They are characterized by having a complex apical 

dendritic tuft and a thick apical dendrite184 (Fig. 7). This corticostriatal projection 

provides the cortical motor signal that regulates movement.  In a recent study, it was 

found that the proportion of IT neurons is slightly higher than PT neurons 187. It has also 

been observed that the soma of PT neurons is larger than the soma of IT neurons188. 

They also differ in their arborisation: IT axons are more extensive than PT axons, which 

are distributed in a focally manner in the striatum44.  

These two types of neurons project and provide distinct patterns of innervation to the 

striatum182, and also display specificity in their targets. Additionally, IT neurons 

connect with each other and project to PT neurons, but PT neurons do not connect to IT 

neurons189. Therefore, information being processed and transmitted from the cortex is 

conveying distinct messages190. Taking all this together, it has been suggested that PT 

and IT neurons likely function as distinct information channels188. 

1.2.4.2. Corticostriatal circuits 

 

The cortical inputs that MSNs receive originate from the majority of cortical areas, 

including primary and higher sensory areas but also motor, premotor and prefontal as 

well as from limbic areas. The inputs from these areas are organized in a topographic 

manner where the spatial relationships between the cortical areas are moderately 

maintained when projecting to the striatum29,191. Nevertheless, there is also an important 

cortical overlapping when axons from the cortex project to the striatum31. This 

topographic organization embodied the idea of the striatal functional regions, where 

different regions in the striatum have different functional roles depending on the origin 

of the cortical inputs4 (Fig. 8, 9). Therefore, dorsolateral regions in the striatum receive 

inputs from premotor and motor cortical areas, and are characterized as the 

“sensorimotor” regions of the striatum; the dorsomedial regions receive inputs from 

frontal cortical areas and are known as the “associative” regions; and the ventral regions 

receive cortical limbic inputs are characterized as the “limbic” regions of the striatum 

(Fig. 9). As a result of this, we can find three different areas in the striatum: the 

sensorimotor, associative and limbic area192 (Fig. 8, 9). This functional subdivision is 

present in primates and suggested in rodents and suits perfectly the three areas which 

compose the striatum: the ventral striatum (VS) and the dorsomedial (DMS) and 

dorsolateral (DLS) striatum. 
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Figure 8. Schematic representation of the functional organisation of the basal ganglia. The basal 

ganglia is divided into motor (red, motor cortex), associative (green, prefrontal cortex) and limbic (blue, 

anterior cingulate cortex) regions which are moderately topographically segregated. From Rodriguez-

Oroz et al., 2009192. 

Motor and premotor corticostriatal projections extend through the most lateral part of 

the DS and were the first to be identified193. This lateral region of the DS also receives 

overlapping projections from parietal areas that are associated with somatosensory 

function194 (Fig. 8). Different studies support this association, demonstrating 

somatotopic maps and neuronal response to specific movement195. Therefore, this area 

mediates different aspects of motor behaviour such as planning, learning and 

execution194. Frontomedial corticostriatal axons extend their projections to the most 

medial part of the DS (Fig. 8). This medial part of DS has been linked to reward196,197, 

motivation and higher cognition behaviours 194. The amygdala, which is a limbic 

structure that plays a key role in emotion, also projects to the medial region of the 

DS198. Moreover, the basolateral nuclear group, which process higher-order sensory 

inputs, is the main amygdaloid input to the ventral striatum or NAc199,200 (Fig. 9), 

although this area of the striatum also receives corticostriatal projections from frontal 

cortical areas, especially from the orbitofrontal cortex (OFC) and the ventromedial 

prefrontal cortex (vmPFC).  

Although this topographic organization gives rise to three distinguishable areas in the 

striatum, the truth is that there is a great overlapping of corticostriatal projections that 

come from functionally related cortical areas. This will impact on how these areas 

functionally define the striatum. 

1.2.5. Thalamostriatal connections 

 

The structure of the thalamus comprises a large variety of diverse thalamic nuclei –as 

many as 50 have been identified201–, which are involved in several processes. It has 

been reported that some of them receive information from different sensory organs and 

then project to specific areas of the cortex, whereas other nuclei participate in motor 
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functions201. In addition, it has been generally believed that these different nuclei act as 

a relay station which transmits information between different subcortical areas and the 

cerebral cortex2,202. Besides being connected to the cerebral cortex, it also targets other 

subcortical nuclei such as the striatum3. Thalamostriatal signalling is primary excitatory 

using glutamate as neurotransmitter, although is regulated by inhibitory mechanisms. 

Nevertheless, the functional role of the thalamostriatal system203 is still poorly 

understood.  

The main source of thalamostriatal afferents in the striatum is the centre 

median/parafascicular nuclei complex (CM/Pf)2,204–206, which in turn receives fibres 

from the cerebral cortex as well as other nuclei207,208. Although there are thalamic nuclei 

which receive visual, somatosensory or auditory information from the periphery and are 

considered as “sensory nuclei”, this does not occur for this complex. Their functions are 

related to orientation and to the appropriate action selection for unexpected 

situations209,210, and they have also been involved in the modulation of pain211. In 

addition, in rodents, the midline thalamic nuclei project mainly to the ventral striatum, 

although inputs to dorsal regions have also been reported212–214. In fact, it has been 

observed that the medial posterior thalamic nuclei (POm) sends projections towards the 

DLS215. However, POm neurons evoke weak responses when whisker deflection is 

performed under ketamine and urethane anaesthetics216,217. In addition, the blockage of 

S1 by TTX injections blocks the whisker responses in the DLS218. 

 

Based on the anatomical afferents between sections of the CM/Pf and the striatum, 

thalamostriatal axons project to the previously defined subregions of the striatum, 

namely: sensorimotor, associative and limbic. The rostral Pf is the main source of inputs 

to the limbic region of the striatum, the lateral part of the Pf is connected with the 

associative region, and the medial part of the CM is projecting towards the sensorimotor 

striatum213,214. When projecting, thalamostriatal CM/Pf neurons target the dendritic 

shafts of direct and indirect MSNs219–221, as well as interneurons119,213,221,222. As 

mentioned, the thalamus has multiple functions. However, its role in the pallidal and 

nigral territories as well as in the BG system is recognized but still not fully understood.  

It has been observed that the deep brain stimulation of the CM/Pf complex ameliorates 

some of the motor symptoms of Tourette’s syndrome as well as Parkinson’s disease2, 

generating interest in this system. In addition, it has been suggested that CM/Pf neurons 

could transmit information related to attentional values to the MSNs and play a role in 

regulating reward-related information processing of ChIs205. 

 

1.2.6. Striatum organization 

 

The dorsal rodent striatum has always been considered a very homogeneous structure. 

This is mainly due to the lack of physical boundaries and its cytoarchitectural 

organization. Nevertheless, the striatum can still be organized in different regions with 

their own properties which are involved in different processes. 
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1.2.6.1. Dorsal and ventral striatum 

 

The striatum is mainly comprised of the dorsal striatum (DS) and the ventral striatum 

(VS). The DS comprises the caudate nucleus and the putamen, which in primates and 

humans is separated by the internal capsule. Nevertheless, in rodents, the dorsolateral 

and dorsomedial striatal regions merge with the NAc. In humans, the NAc and the 

rostroventral caudate and putamen form the VS. Additionally, the olfactory tubercle and 

the rostrolateral portion of the anterior perforated space adjacent to the lateral olfactory 

tract are also included in the VS in primates194. The shell region, which is a subterritory 

of the VS, divides the VS in two parts: a medial/ventral shell region, and a core 

region223. Different studies in rodents have demonstrated the organization of shell and 

core and their relationship to different ventral striatal afferent and efferent 

projections224,225.  

The VS, the NAc in particular, is involved in mediating reward, cognition, 

reinforcement and motivational salience; whereas the DS is primarily involved in motor 

function, executive functions and stimulus-response learning226–230. There is a small 

degree of overlap, as the DS is also a component of the reward system, which together 

with the NAc core, mediates the encoding of new motor programs associated with 

future reward acquisitions, such as the motor response to a reward cue226,228. In addition, 

the VS has been linked to emotional coding of environmental stimuli and motivation194. 

1.2.6.2. Patch and matrix compartments 

 

Under a light microscope, the striatum exhibits a uniform appearance due to the lack of 

any physical boundary. However, it has been noticed that there are neurochemical 

markers that label “patches” of the striatum, while other markers label the matrix 

surrounding these patches231,232. This patch/matrix organization is quite important 

during development233. Patch compartments represent approximately 10% of the total 

striatal volume and are identified by a dense µ-opioid receptor binding234, substance P 

staining and a poor staining for cholinergic markers231. Due to the few cholinergic 

markers in the patches, cholinergic modulation is probably less present in these 

compartments. On the other hand, matrix compartments are identified by a rich 

acetylcholinesterase and choline acetyltransferase staining145, as well as 

immunoreactivity for calbindin135 and somatostatin. They seem to be strongly regulated 

by dopamine and acetylcholine.  

Although different studies have demonstrated that the majority of cortical areas provide 

inputs to both compartments, it has been suggested that different cortical areas would 

project differently to the matrix or patch compartments135,231,235–237. In addition, it has 

been shown that neurons in different sublayers of layer 5 of the cortex project 

differently to matrix and patch compartments238. Normally, neurons that project to patch 

compartments are located in deep layer 5, whereas those projecting to matrix 

compartments are located in superficial layer 5. 
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1.2.6.3. Dorsomedial and dorsolateral striatum 

 

In primates and other mammals, the DS is formed by two different nuclei: the caudate 

nucleus and the putamen, which are anatomically separated by the internal capsule (Fig. 

9). Nevertheless, in rodents, the dorsal striatum does not have a proper cytoarchitectural 

organization as for example happens with the laminar organization of the cortex or the 

hippocampus. Due to this property, and together with multiple overlapping axonal 

connections from cortex31,43,44, the rodent dorsal striatum has been considered an 

anatomically homogeneous structure. However, in the last few decades, more and more 

research has tried to divide the DS in two different regions defined by their behavioural 

roles53,239: the dorsomedial (DMS) and dorsolateral (DLS) striatum. 

DMS and DLS striatal regions both participate in motor control, nevertheless, DMS 

regulates action-outcome associations, goal-directed actions, flexible shifting between 

behavioural strategies and in general, is related to higher cognitive behaviours; whereas 

DLS mediates habit, stimulus-response associations and navigation239–241. According to 

this, it has been stated that the DMS corresponds to the associative striatum, while DLS 

corresponds to the sensorimotor striatum242 (Fig. 9). Therefore, the DMS has been 

compared to the caudate nucleus and the DLS to the putamen, based on their different 

roles in behaviour.  

 

 

Figure 9. Schematic representation of the functional subdivision of the striatum in humans (left) 

and rodents (right). Notice the internal capsule separating the caudate from the putamen in human, not 

present in rodents. Cd: caudate nucleus; Pu: putamen; dStr: dorsal striatum; OT: olfactory tubercle; NAc: 

Nucleus accumbens. From Chuhma et al., 2017243. 

However, due to the absence of anatomical borders, the overlapping projections from 

different cortical areas, and the coincidence of some behavioural roles for both regions, 

a functional characterization of both striatal territories was needed. A recent study from 

our laboratory demonstrated that the rodent DS is organized into two non-overlapping 
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circuits with particular attributes and dynamics63. In this study, it was shown that DMS 

and DLS regions are two functional regions divided by a sharp functional boundary, 

differing in their coupling to multiple cortical regions, the integration of cortical activity 

and the properties of the direct and indirect MSNs. These results will have to be 

considered in next studies and give a new understanding to these two regions, which 

had only been tried to be divided based on their anatomy and behavioural roles, without 

a proper functional characterization.  

Interestingly, cortical axons from sensory areas differ when sending projections to the 

DLS and DMS and transmit different sensory modalities like tactile, auditory or 

visual244. Several years ago, Reig & Silberberg observed that single neurons from the 

DMS are able to integrate information from different sensory modalities, specifically 

tactile and visual53. In addition, these striatal neurons were even able to integrate 

bimodal inputs (simultaneous tactile and visual stimulation). This occurs because 

primary somatosensory cortex (S1) sends projections to DLS, and with less density, to 

the DMS. On the other hand, axons from primary visual cortex (V1) only target the 

DMS53. In this study, authors described the temporal properties of visual and tactile 

integration in DMS-MSNs. The bimodal stimulation (simultaneous whisker and visual 

stimulation) did not generate a bigger response when compared to the independent 

single tactile and visual stimulation (Fig. 10). This is explained because the visual 

response is tens of milliseconds slower than the tactile one, providing a temporal delay 

between both responses. Only when the onset or peak delay of visual and tactile 

responses were forced to occur synchronously, –setting the time for the tactile 

stimulation–, the amplitude of the bimodal response increased53 (Fig. 10), thus 

promoting the suitable time window for the synaptic integration between stimuli.  
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Figure 10. Tactile and visual response temporal integration. a, Waveform averages of (left to right): 

independent tactile and visual stimulation; simultaneous visual and tactile stimulation; synchronized 

visual and tactile onset stimulation; synchronized visual and tactile peak stimulation and tactile 

stimulation following the visual response. Red crosses indicate the maximum amplitude of the evoked 

response. Grey traces represent the simulated linear summation of the visual and tactile responses for the 

corresponding interstimuli intervals. b, Average of bimodal amplitude of visual and tactile stimulation 

presented as described in a. Grey triangles represent the amplitude of the respective linear summation for 

the different intervals. Adapted from Reig & Silberberg, 201453. 
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1.3. THE NIGROSTRIATAL PATHWAY 

 

Dopaminergic and GABAergic neurons can be found in the ventral midbrain area. The 

dopaminergic neurons of this area, which are located in a) the ventral tegmental area 

(VTA), which is the most ventro-medial region of the midbrain; b) the Substantia nigra 

(SN) (reticulata (SNr) and pars compacta (SNc)); and c) the retrorubal area (RR), 

dorsal and caudal to the SN245 (Fig. 11), give rise to the nigrostriatal system.  

1.3.1. The Substantia nigra 

 

The Substantia nigra is composed of dopaminergic and GABAergic neurons246,247. 

Dopaminergic neurons are mostly located on the dorsal part of the Substantia nigra, 

termed pars compacta (SNc)245, but they are also located in the ventral part of it, termed 

pars reticulata (SNr). From the SNc, dopaminergic neurons provide massive inputs to 

the striatum, whereas dopaminergic neurons from the SNr send fewer inputs into other 

forebrain areas2,135,245. 

The Substantia nigra has a critical role in modulating motor movement and reward 

functions248. In fact, the nigrostriatal pathway –which is composed by the projections 

from the SNc to the striatum–, are critically involved in the motor deficits observed in 

PD. But the SN is also related to other brain functions such as eye movement249, motor 

planning, reward-seeking250,251, learning and addiction250. Many of the SN effects are 

mediated through the striatum. The SNc serves mainly as a neuromodulatory input to 

the BG circuitry, supplying the striatum with dopamine; whilst the SNr acts as an 

output, conveying the signals from the BG circuit to other brain structures2. 

1.3.2. Dopaminergic neurons from the Substantia nigra 

 

Dopaminergic neurons are spontaneously active in vivo and in vitro252–254. When 

recorded in vitro, almost all the dopaminergic neurons exhibit a slow, very regular, 

tonic firing pattern255.  This tonic firing persists in the absence of synaptic inputs, 

suggesting that this activity is generated intrinsically253. However, when the 

dopaminergic neurons are recorded in vivo, they exhibit a variety of different firing 

patterns255–257. These firing patterns can be classified as a) tonic; b) random and c) 

bursting modes252,255. The burst mode, which is characterized by clusters of two to eight 

spikes, is the most efficacious mode to increase the terminal dopamine levels, especially 

in the nigrostriatal pathway255. On the other hand, the tonic pattern is characterized by 

single spikes firing in a clock-like manner that are interrupted by infrequent 

bursts252,258,259. In awake animals it has been observed that the dopaminergic neurons 

burst at approximately 20 Hz of frequency during resting periods258, whereas they 

increase their firing rate up to 30 Hz when performing a task258,260. Nevertheless, in the 

case of anaesthetised animals, values can range from 12-16 Hz256,257,261, until 20 Hz256. 

Cells displaying these three modes can be found in both, the SNc and SNr252. 
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1.3.3. Nigrostriatal pathway afferents and efferents 

 

The main input arriving to SN is composed by GABAergic projections from the striatal 

direct MSNs and GPe neurons255. In addition, excitatory inputs from the STN also 

project towards the SN255. In turn, the specific nuclei to which the GABAergic neurons 

from the SNr send their nigral efferents differ across species due to the different cortical 

organization2. In rodents, the principal targets of the SNr are the ventromedial thalamic 

nuclei, which provides input to frontal cortical areas; and the paralaminar medial dorsal 

thalamus, which in turn projects to the cortical areas thought to be equivalent to the 

frontal eye fields in primates2. But the SNr GABAergic neurons are also characterized 

by projecting axon collaterals towards the neighbouring areas of the SNc and SNr, 

which will inhibit dopaminergic and GABAergic neurons259,262.   

The main nigrostriatal efferent from midbrain dopaminergic neurons innervates densely 

the striatum. These projections are distinguished and localized into two sets of 

dopaminergic neurons: the dorsal and the ventral tier (Fig. 11). This division has been 

suggested based on the neuronal localisation, morphology of neuronal dendrites, the 

expression of the calbindin protein and the innervation of patch or matrix 

compartments245. The dorsal tier includes the dopaminergic neurons that project to the 

striatum that are situated in the VTA, the dorsal part of the SNc and the RR (Fig. 11). 

These neurons extend their dendrites in the pars compacta and express calbindin as well 

as dopamine. Here, dorsal tier midbrain neurons situated more medially –such as the 

ones from the VTA–, project ventrally to the striatum (NAc); whereas the ones situated 

more lateral and caudal –such as the ones from the SNc– project to the dorsal striatum2. 

The ventral tier includes dopaminergic neurons situated in the ventral part of the SNc 

and groups of cells that are embedded in the SNr (Fig. 11). Different to dorsal tier 

neurons, ventral tier neurons extend their dendrites intro the pars reticulata and do not 

express calbindin. These neurons also display a topographic organization when 

projecting to the striatum2. 

 

 

 

 

 

 

 

 



59 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 11. Nigrostriatal dopamine pathway innervation. Schematic representation of the organization 

of the dopaminergic projection from the midbrain areas towards the dorsal and ventral striatum (sagittal 

section, upper left). The coronal sections show the innervation of the dorsal and ventral striatum by 

different sets of midbrain dopaminergic neurons. From Handbook of Basal Ganglia Structure and 

Function2. 
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1.4. DOPAMINE SIGNALLING AND MODULATION 

 

1.4.1.  Overview 

 

Dopamine (DA, a contraction of 3,4-dihydroxyphenethylamine), first identified in 

1957263, is one catecholamine neurotransmitter out of the five established biogenic 

amine neurotransmitters. DA works as a hormone and as a neurotransmitter largely 

studied through history, and its most important role involves the regulation of the 

activity of different functional networks in several brain structures264. It is produced by 

the action of dihydroxyphenylalanine (DOPA) decarboxylase on DOPA. Following its 

synthesis in the cytoplasm of presynaptic terminals, a vesicular monoamine transporter 

(VMAT) loads it into synaptic vesicles3. When DA is released, it works through G-

protein coupled receptors. The majority of dopaminergic receptor subtypes either 

activate or inhibit adenyl cyclase (AC)3. The major effect that DA has into MSNs is 

mainly directed to the dendritic shafts and spine necks to modulate the excitatory input 

that is directed through the dendritic spines. Later, this effect is either terminated by the 

reuptake of DA into the nerve terminals or either by surrounding glial cells by a Na+ 

dependent DA transporter (DAT)265.  

Over the years, DA has been linked to a large variety of functions and processes. It has 

been related to a great range of complex behaviours such as executive functions, motor 

control, arousal, reinforcement and reward266. For instance, DA has been reported to 

modulate the auditory midbrain processing of unexpected sensory inputs267. It is 

important to notice that there exist differences when it comes to DA release and its 

modulation depending on the striatal region268. For instance, it has been observed that 

DA modulates learning and goal-directed behaviours in the DMS, whereas it modulates 

habit formation in the DLS241,269,270. Changes in DA levels due to rewarding or adverse 

stimuli modulate MSNs activity in different manners by facilitating or depressing the 

activity of the direct and indirect pathways. Also, it has been described that DA 

depletion affects tactile responses in the DLS62. Moreover, it has been suggested by a 

computational model that an increased DA level boosts the network synchronization of 

direct MSNs activity, whereas the reverse was postulated for indirect MSNs271. 

 

Dysregulations of DA levels in the striatum have been implicated in several brain 

disorders such as obsessive compulsive disorder or attention deficit and hyperactivity 

disorder. Moreover, it has been linked to other mental problems like schizophrenia, 

psychosis or drug addiction272,273. Nevertheless, is specially implicated in Parkinson’s 

disease.  

1.4.2. Dopamine receptors 

 

Dopamine receptors have attracted a lot of attention due to their use as targets for drugs 

in the treatment of schizophrenia and several BG disorders274,275. These receptors are G-

protein coupled receptors that are divided into two subfamilies: D1-like receptors 
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(including D1 and D5), which stimulate AC; and D2-like receptors (including D2, D3 

and D4) which inhibit AC276. Among these, D1 and D2 receptors are enriched in the 

striatum as well as in its projection areas. As mentioned before, D1 receptor is enriched 

in direct MSNs, whereas D2 receptor is enriched in indirect MSNs. Only around a 1% 

of MSNs in the striatum co-expresses both receptors95. D3 receptor is expressed in 

lower amounts in ventral striatum in direct and indirect MSNs. D4 receptor is mainly 

localized in the cerebral cortex as well as D5. This last receptor, additionally, is also 

enriched in striatal interneurons277. In the subthalamus there is also expression of a 

spectrum of dopamine receptors including D1, D2, D3 and D5278,279. In addition, it has 

been suggested the existence of D6 and D7 DA receptors, but such receptors have not 

been conclusively identified280,281. It has been reported that the affitiny of D2-like 

receptors for DA is generally 10 to 100-fold greater than that of D1-like receptors; 

where D3 and D4 display the highest sensitivity for DA, and D1 receptors the 

lowest137,282. 

1.4.2.1. D1 dopamine receptors 

 

D1 dopamine receptors (D1DRs) are known to be involved in several important roles in 

learning and memory, locomotor activity and reward mechanisms. Moreover, they are 

involved in the symptoms of some neuropsychiatric disorders6,283. They are mainly 

expressed in the DS, NAc, SNr and the olfactory bulb284,285. They are also expressed, 

although at lower levels, in dorsolateral prefrontal cortex, cingulate cortex and the 

hippocampus285,286. In striatal MSNs, D1DRs are highly concentrated in dendritic spines 

including spine heads and the post-synaptic density of neurons287 where they can 

modulate spine function288. The existence of pre-synaptic D1 autoreceptors which 

regulate DA release has been observed289, whereas the presence of pre-synaptic D1 

heteroreceptors is controversial287,289,290. The activation of post-synaptic D1DRs 

stimulates the heterotrimeric G-proteins Gαs and Gαolf, which are positively coupled to 

AC, therefore increasing cAMP levels and leading to the activation of protein kinase A 

(PKA) and the phosphorylation of a variety of intracellular targets such as transcription 

factors, voltage-dependent channels or enzymes291. 

1.4.2.2. D2 dopamine receptors 

 

The genes encoding for D2 dopamine receptors (D2DRs) contain several exons that are 

alternative spliced, giving rise to isoforms with different physiological properties137. 

These isoforms are the short and long variants of D2DRs. Both are present in the 

striatum, although the long isoform is the most abundant292. D2DRs activate Gαi and Gαo 

proteins, which will inhibit AC and limit the PKA activation293,294.They are mainly 

expressed in the striatum, GPe, SNc, NAc, amygdala, cerebral cortex, hippocampus and 

pituitary295,296.  They have been related to several complex processes such as 

locomotion, learning or memory297. Additionally, they have an important role in post-

synaptic receptor-mediated extrapyramidal and behavioural activity297. In the striatum, 

D2DRs can function as pre- and post-synaptic receptors. It has been reported that the 
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short isoform of D2DRs regulates the synthesis and release of DA functioning pre-

synaptically; whereas the long isoform of D2DRs mediate G-protein dependent and 

independent signalling post-synaptically298.  

1.4.3. Dopaminergic modulation 

 

DA has been known as a critical modulator of striatal information processing from 

cortical and thalamic signals. How DA affects and modulates this processing is 

important for a wide range of psychomotor functions that take place in the BG such as 

habit learning or control of serial movement102,299. But the answer to how does DA 

modulate network processing is not trivial. Classically, it has been thought that DA was 

either excitatory or inhibitory based on synaptic transmission studies. Nevertheless, it is 

now known that DA does not modulate cellular function through ionotropic receptors 

which would depolarize or hyperpolarize the cell; but it activates G-protein coupled 

receptors that will modify how neurons respond to external signals. The signalling of G-

protein coupled receptors is more than two orders of magnitude slower than that of 

ionotropic receptors296. This led to the assumption that DA is a volume transmitter 

which signals slowly and inaccurately. Nevertheless, recent studies have reported the 

existence of sparse secretory “hotspots” in the striatal dopaminergic axons300. Different 

reports propose that DA can be released rapidly and synchronously in these sites to 

generate an extracellular DA signal with rapid kinetics which relies on the Ca+2 sensor 

synaptotagmin-1301. It has been suggested that this mechanism may support already 

seen fast and precise DA coding functions in several processes such as locomotion302 or 

spine plasticity303. 

In the case of the striatum, one of the main complexities is the existence of two different 

neuronal subpopulations which differ in their DA receptors expression93,304, and cannot 

be identified based on their morphology or electrophysiological properties. In addition, 

these two types of dopaminergic receptors can function pre- and post-synaptically. 

Moreover, both subpopulations are embedded in their own microcircuit involving other 

MSNs and interneurons that are also modulated by DA. Due to this, it is very difficult to 

know exactly how DA is affecting directly and indirectly into the network. In the mid 

1980’s, when it was discovered that the direct pathway expressed high levels of 

substance P whereas the indirect pathway expressed enkephalin; it was observed that 

after DA-depleting lesions, striatal levels of enkephalin increased while substance P 

levels fell. In posterior studies it has been demonstrated the dichotomous expression and 

the differential dopaminergic modulation of neurons expressing D1- and D2DRs, even 

in the lamprey, which belongs to the oldest group of living vertebrates305. This supports 

the idea that DA is differentially modulating direct and indirect MSNs306. 

Three decades ago appeared what today is known as the “classical” model of how DA 

shapes and affects striatal activity102. In this model, by effect of DA, D1DRs would 

excite MSNs from the direct pathway, whilst D2DRs would inhibit MSNs from the 

indirect pathway. These effects were envisioned as acute and easy to reverse. Later 

studies have been quite consistent with the classical model, showing that the 



64 
 

dopaminergic activation of G-protein coupled receptors excites or inhibits MSNs by 

modulating the trafficking of voltage-dependent and ionotropic ion channels, therefore 

altering the excitability of cells, and finally, their output. But DA does not only 

modulate MSNs activity, it also modulates ChIs, which co-expresses D2 and D5 DA 

receptors287,307,308.  

1.4.3.1. D1 dopamine receptor modulation 

 

Direct MSNs express D1DRs at high levels309. These receptors are positively coupled to 

AC310, which increases cytosolic cAMP levels, leads to the activation of protein kinase 

A (PKA) and to the phosphorylation of a variety of intracellular targets291, that in the 

end alters the cellular function. D1DRs stimulation has been reported to increase Cav1 

L-type Ca+2 channel currents and decrease somatic K+ As-currents311–313, which 

potentiates Up state transitions, excitatory synaptic potentials and action potential 

discharge80,137,311. A number of studies have reported that D1/PKA cascade has direct 

effects on AMPA and NMDA receptor trafficking and function. For instance, D1DRs 

activation of PKA increases the expression of AMPA and NMDA receptors in the cell 

surface24,314. The mechanisms underlying this trafficking are still being studied, but 

several reports have suggested that the effect of D1DRs on NMDA currents is indirect 

and mediated by voltage-dependent channels24,315. In addition, across these years, 

voltage-dependent Na+ channels were one of the first well-characterized targets of 

D1DR pathway in MSNs. Studies using the voltage-clamp technique have shown that 

D1DRs signalling led to a reduction in Na+ channel availability with no alteration of 

voltage-dependence of fast activation or inactivation316. 

When the membrane potential of the cell is held for several hundred of milliseconds  

near the Up state potential (around -50 mV)73, D1DRs stimulation produces quite a 

different effect compared to when it is held at the Down state potential (around -80 

mV). When in the Up state membrane potential, the ion channels configuration 

governing the activity is re-configured.  In this state, D1DRs stimulation increases the 

response to intrasomatic current injection313. This enhanced response is partly due to an 

increased opening of L-type Ca+2 channels after PKA phosphorylation312,317. The 

increased opening of these channels and NMDA receptors79,318–320, makes the D1DRs 

stimulation able to promote synaptically driven plateau potentials of MSNs (similar to 

in vivo Up states) in slices80. 

In the case of sensory processing, there are two studies suggesting that DA affects 

sensory responses of direct MSNs located in the DLS. In 6-OHDA depleted rodents, a 

model used to study Parkinson’s Disease,  it has been observed an impairment of tactile 

sensory responses recovered by administration of L-DOPA62. On the other hand, in 

healthy rodents it has been observed an amplitude increase of the tactile response when 

preceded by a reward50. A “reward” is a concept used to describe the positive value that 

a human or animal assigns to an object, physical state or behaviour321. Several studies 

support that dopaminergic neurons construct and distribute information about rewarding 
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events250,321,322, implicating midbrain dopaminergic activity in the reward dependent 

learning321.  

Taking this information together, these results suggest that the activation of D1DRs and 

the subsequent signalling through PKA increases the responsiveness of direct pathway 

MSNs to sustained or synchronous synaptic release of glutamate, but reduces the 

response to transient or uncoordinated glutamate release which is not able to depolarize 

the membrane for more than few tens of milliseconds24.   

1.4.3.2. D2 dopamine receptor modulation 

 

Contrary to D1DRs, D2DRs are highly expressed in indirect MSNs. In the case of 

D2DRs, they are negatively coupled to AC323.The activation of D2DRs signalling 

reduces inward, depolarizing channels through Cav1 (L-type) Ca+2 channels and Nav1 

Na+ channels, while increasing outward, hyperpolarizing K+ channel currents24,316. In 

addition, their activation is capable to stimulate phospholipase Cb isoforms that in the 

end generate diacylglycerol (DAG) and protein kinase C (PKC) activation, as well as 

the mobilization of intracellular Ca+2 stores324,325. They are also capable of 

transactivating tyrosine kinases326. Moreover, it has been reported that dopaminergic D2 

agonists elicit endocannabinoid (eCB) release in the striatum in vivo327,328 by 

stimulating anandamide release329, which is a highly potent endogenous agonist of CB1 

and CB2 cannabinoid receptors. CB1 receptor expression levels are highest in the DLS 

and decrease along a ventromedial gradient330. In addition, the activation of CB1 

receptors by cannabinoid agonists affects the corticostriatal and corticosubthalamic 

transmission in the medial prefrontal BG circuits331, which are related to functions such 

as decision making, goal‐directed behaviour, emotions, motivation or cognition332. 

Finally, it has also been reported that these receptors regulate dopaminergic neuronal 

activity by increasing DA neurons firing in the SNc and VTA333,  and DA release in the 

NAc in vivo334.  

Similar to what happens with D1DRs signalling; there are several studies that show that 

D2DRs signalling alters glutamate receptor function in dorsal striatal MSNs. The 

activation of these receptors has reported to decrease AMPA receptor currents of MSNs 

in slices79,335. In fact, when using acutely isolated neurons and voltage-clamp 

techniques, it has been shown a direct action on dendritic AMPA receptors335. D2DRs 

signalling leads to the phosphorylation of the GluR1 subunit, which promotes 

trafficking of AMPA receptors outside the synaptic membrane336. Moreover, D2DRs 

stimulation diminishes presynaptic release of glutamate337.  

Different studies of voltage-dependent channels agree with the proposition that D2DRs 

reduce the excitability of indirect MSNs and their response to glutamatergic synaptic 

input. The mobilization of intracellular Ca+2 through D2DRs leads to the negative 

modulation of Cav1.3 Ca+2 channels325,338. The activation of D2DRs reduces the 

opening of voltage-dependent Na+ channels316; as well as promotes the opening of K+ 

channels339. This ion channels modulation provides a mechanism for the ability of 
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D2DRs to reduce the responsiveness of MSNs in slices at Up state membrane 

potentials325. 

Taking this information together, these results suggest that the activation of D2DRs and 

the subsequent negative coupling to AC, which in turn inhibits the phosphorylation of 

intracellular targets by PKA, reduces the action of excitatory transmission therefore 

decreasing the responsiveness and excitability of indirect pathway MSNs. 

1.4.3.3. Cholinergic interneurons modulation 

 

The majority, if not all of the different types of interneurons in the striatum express DA 

receptors126. Due to this, when thinking how DA influences MSNs activity, it cannot be 

ignored the contribution of striatal interneurons. In fact, the major contributors when 

influencing striatal circuitry are ChIs. Additionally, it is known that ChIs also respond 

to tactile inputs in the DLS53 and can therefore modulate MSNs responses.  

Although ChIs comprise only 1-2% of striatal neurons, they control striatal circuits with 

their large axonal fields115,116. Also, the most prominent direct dopaminergic synaptic 

connection is observed in ChIs340. In primates, ChIs are involved in associative and 

motor learning functions6, presumably mediated by alterations in the strength of MSNs 

glutamatergic synapsis. ChIs express both D2 and D5 DA receptors. D5DRs activation 

depolarizes ChIs through a cAMP dependent mechanism341. However, D2DRs 

activation inhibits voltage-sensitive Na+ channels that reduce their excitability342. 

Therefore, these receptors exert opposite effects on ChIs excitability343. Besides 

expressing D2 and D5 DA receptors, ChIs also possess M2 and M4 acetylcholine (ACh) 

receptors307,344. The interplay between DA and ACh is also important for BG function, 

as it has been assumed that they counterbalance each other345, where the increase in DA 

is associated with a decrease in the acetylcholine levels in the striatum. In addition, the 

balance of DA and Ach has been related to several processes, such as addiction346 and 

reward-dependent learning123,347–349.  

As mentioned before, dopaminergic neurons from the SNc send massive inputs to the 

dorsal striatum. It has been previously shown that dopaminergic neurons have different 

functions depending on the striatal region they target (regarding DS and NAc)251,340. In 

addition, dopaminergic neurons make monosynaptic connections with ChIs155 with 

striking region heterogeneity243. In the case of the dorsal striatum, it has been shown 

that dopaminergic bursts pause ChIs tonic firing125,350, supporting the idea that DA 

release directly inhibits ChIs. In addition, DA release also exhibits changes in the dorsal 

striatal region they target (namely, DLS and DMS), causing variations in the strength of 

the signal350. Furthermore, there is a gradient of ChIs across dorsal striatal regions, in 

which a different impact occurs after the action potentials burst from dopaminergic 

neurons. DA release inhibits ChIs firing during approximately 1 second in the DMS 

(Fig. 12), whereas shorter inhibition followed by a rebound of spikes was described for 

the DLS-ChIs350 (Fig. 12). This inhibition is mediated by D2DRs, as previously shown 

by others115,340. Classically, DA has been thought to function as a modulatory 
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transmitter. In conditioning tasks, ChIs –which normally are tonically active–, show a 

pause in their activity when DA is released during reward learning123,347,348. During this 

pause, an increase in DA levels and cessation of ACh release occurs simultaneously349. 

After conditioning, these pauses are highly coordinated with the learnt behaviour6. 

Therefore, ChIs pauses have been related with reward-learning and it has been proposed 

that dopaminergic bursts would be the ones mediating these type of plastic processes6.  

The regional heterogeneity displayed by ChIs in the dorsal striatum proposes that 

dopaminergic neurons do not display homogenous actions as previously thought, and 

suggests that ChIs pauses could convey discrete temporal information340.   

 

 

Figure 12. Differential ChIs response to DA release in vitro depending of the dorsal striatal region. 

A, Dopaminergic neuron terminals are activated optogenetically while recording ChIs in the DMS (blue) 

or the DLS (green). B, Optogenetic stimulation (light blue bars) pauses ChIs firing in the DMS, while 

pauses and increases ChIs firing in the DLS. Adapted from Chuhma et al., 2018350. 

 

 

 

  



68 
 

 

 

 

  



69 
 

1.5. BASAL GANGLIA DYSFUNCTION 

 

The different nuclei which in the end conform the BG are components of a family of a 

parallel closed cortical-subcortical circuit, where the information sent from a cortical 

area to the BG is then processed and finally returned to the respective frontal cortical 

area by a feedback signal via the thalamus351,352. The traditional view sees BG nuclei as 

processing modules with shared anatomical functions whose specific purposes are 

determined by the cortical regions they receive the information from. Depending on the 

involved cortical region, the circuits are classified as motor, associative or limbic353. But 

each one of these divisions comprises numerous subcircuits. Abnormal activities of 

these circuits may produce symptoms that differ depending on the circuit involved. 

Diseases of the BG result in a spectrum of movement disorders, ranging from 

Parkinson’s Disease (PD) to chorea and dystonia354, although cognitive-like diseases 

can also occur, such as Tourette Syndrome or obsessive compulsive disorder (OCD). 

One of the most known disorders that is related to the BG is the PD. PD is a progressive 

neurodegenerative disorder caused by a decreased dopaminergic transmission in the 

striatum355, due to a loss of innervation from dopaminergic neurons in the SNc. In 

addition, eosinophilic protein deposits –known as Lewy bodies–, can be found in the 

cytoplasm of the cells355,356. Over the years, the scientific community has focused in 

studying the motor symptoms and their related changes in BG circuits thanks to animal 

models in which DA depletion can be achieved. In these models, dopaminergic toxins 

such as 1-methyl-4 phenil-1,2,3,6-tetrahydropyrine (MPTP) or 6-OHDA are used to 

produce a selective and permanent loss of dopaminergic transmission. Although motor 

symptoms of this disease can be quite variable, the main ones are mainly “motor”, such 

as akinesia, tremor at rest and muscular rigidity356–358. Nevertheless, although PD has 

always been thought to be a pure “motor” disease, other non-motor symptoms such as 

depression, several sleep disorders and even cognitive impairment are in fact common 

complications356. Nevertheless, very little is known about the pathophysiology of the 

cognitive-like symptoms. Similar to what happens with the motor symptoms, cognitive-

like symptoms can be quite variable and can also include some forms of dementia. PD 

can affect different cognition areas, such as attention and executive functions, memory, 

visuospatial skills and language23. Visuospatial skills complications have an added 

interest, as in PD patients, these complications include problems when processing the 

visual information23,359,360. Importantly, previous studies have shown that the use of 

sensory cues ameliorates and facilitates the motor problems of PD, even showing that 

PD patients walk better in the presence of rhythmic auditory cues361. Visual stimulation 

has also been used in order to improve the walking and has proved to ameliorate the 

stride of PD patients362,363. These studies suggest that sensory stimuli must have an 

important role regarding the striatal function. In addition, cortical axons carrying visual 

and auditory information project to the DMS.  

Another signature of PD are exaggerated beta-band (10-20 Hz) synchronized 

oscillations of the STN and GPe populations345,364–367 and some areas of the cortex such 
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as M2368. Therefore, the appearance of these exaggerated beta oscillations are usually 

taken as a sign of DA depletion. Normally, this aberrant oscillatory activity is reduced 

by L-DOPA treatment364,365,367 which comes along with an improvement of motor 

symptoms369,370, although L-DOPA induced dyskinesias are still a common 

complication108,371. Different animal models of PD have shown an increase in 

synchronized oscillatory beta range in the BG372–378. In a recent paper from our 

laboratory which uses a new way to decompose and analyse oscillatory activity, we 

described beta oscillations in healthy mice and show that they are different when 

comparing DMS and DLS-MSNs63. 

Besides PD, there are other cognitive-like disorders that can appear in the BG, such as 

the attention deficit and hyperactivity disorder (ADHD), the Tourette’s syndrome (TS) 

or the obsessive compulsive disorder (OCD); where the dorsal striatum is involved. TS 

and OCD are characterized by the appearance of motor and vocal tics, and compulsive 

behaviours and performance of rituals, respectively. ADHD is a developmental 

cognitive-like disease characterized by a difficulty in paying attention and excessive 

activity379. Some patients also display difficulties in regulating emotions380,381. The 

neuropsychological deficits of ADHD include “top-down” cognitive control over 

behaviour processes such as sustained attention, working memory and inhibition 

control. The brain regions involved in these processes are the dorsal striatum, as well as 

prefrontal cortical areas. In addition, ADHD patients have a significant reduction of the 

caudate nucleus volume382,383. Moreover, lesions in the DMS result in an impairment in 

goal-directed behaviour, especially when tasks require a delayed reward11. 
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1.6. MULTISENSORY INTEGRATION 

 

The brain is constantly processing information conveyed by several sensory modalities 

to create accurate representations of the world so appropriate behaviours can be 

generated384–386. The ability of processing information from a variety of stimuli has an 

important impact on perception and relies on the binding together of appropriate 

multisensory signals or stimuli387. For a long time it was strongly believed that 

multisensory integration occurred in high-level brain areas or the cortex388,389. 

Nevertheless, in the past years, “new” subcortical multimodal structures have also been 

identified such as the striatum53 or the amygdala390. 

However, the mechanism regarding how the brain combines multisensory signals to 

produce timed actions accurately is unknown. It is important to notice that there are 

quite a number of neural and non-neural factors which impact in how long it takes for 

sensory signals which come from a common source to reach multisensory neurons in 

the brain. For instance, light will arrive faster to the observer when compared to 

auditory or tactile inputs as light travels at 3x108 m/s. However, the processing of visual 

stimulus will be longer when compared to the auditory or tactile ones because the sound 

transduction by the hair cells is many times faster than the phototransduction in the 

retina391 (Fig. 13). A similar thing happens with tactile stimuli. This disparity of delays 

gives rise to a difference in the response latency of auditory, tactile and visual neurons 

of around 40-50 milliseconds, longer increased by the neural transmission times of the 

visual system (Fig. 13). This kind of temporal disparities were also demonstrated to 

occur in the striatum, where visual responses are tens of milliseconds slower than the 

tactile responses when being processed in the MSNs53. 

 

 

Figure 13. Timing and processing of sensory events in the brain. Due to the relatively fast speed of 

light, auditory and tactile stimuli reach the observer slightly later than visual stimuli. Nevertheless, 

auditory and tactile transduction is faster than visual transduction. In addition, the neural transmission 

time from the sensory organs to the cerebral cortex is longer in the visual system due to the long distances 

involved. Adapted from King, 2015387.  

 

In addition, due to the slow velocity of some sensory inputs such as the sound, the time 

it takes to arrive to the ears scales with distance; whereas light reaches the eye 

photoreceptors effectively instantaneously at all distances387. Therefore, the delay 

needed to cancel the difference in neural processing time is provided by a relatively 
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small range, limiting our ability to use temporal synchrony to bind multisensory signals. 

Importantly, it has been previously reported that the probability to integrate two signals 

depends on a temporal integration window. If the temporal discrepancy of two signals is 

within this window, signals will be integrated392,393. Previous reports describe that the 

combination of stimuli from the same sensory source often produces a response 

depression; whereas the combination of multimodal stimuli produces a response 

enhancement394. In addition, it has been observed that the nervous system is more likely 

to accept a tactile-visual pair of signals that differ in onset time than an audio-tactile 

pair of signals when originating from a common source395. Taken together, this 

information confirms the flexibility of neurons to register the relative timing of 

multisensory signals and highlights the adaptive capabilities of the brain396,397. 

 

Multisensory integration has been reported in several experimental tasks such as 

emotional processing398,399, language400,401, sensory awareness402 and time perception403  

among others404. Deficits in multisensory integration have been documented in patients 

suffering from schizophrenia and disorders of the autism spectrum among others405. As 

mentioned in the previous section, PD patients can also display an impaired visual-

spatial processing359,360. In addition, some patients display a broad spectrum of visual 

and auditory illusions360 and hallucinations406. Some of them can also exhibit deficits in 

the detection and discrimination of sensory cues407. In addition, the temporal processing 

of sensory data can also be abnormal408 and they can display an impaired detection of 

paired visual, tactile and auditory stimuli409. Interestingly, the administration of 

dopaminergic drugs improves visual and temporal deficits409,410, involving DA with 

sensory gain modulation deficits411.  

 

Taking all these evidences together, sensory information must have an important role 

regarding the striatal function in health and disease. Direct and indirect MSNs from the 

DMS –region which has been related to reward-dependent processes412–414 and receives 

a great dopaminergic innervation from the SNc–, are able to integrate visual and tactile 

inputs53. On the other hand, DA has been linked to a great variety of processes such as 

reinforcement, reward-dependent learning266 and sensory gain modulation deficits411. 

Moreover, the increment in DA levels due to the expectation of rewarding stimuli 

modulates MSNs activity differently412. Finally, it has been already documented that 

DA depletion impairs the processing of tactile inputs in direct MSNs from the DLS62 in 

anesthetized mice. Therefore, our hypothesis is that DA will impact on the sensory 

processing of DMS-MSNs. Will DA modify visual and tactile inputs integration? Will 

this effect be different for direct and indirect MSNs? Will MSNs select one sensory 

modality at the expense of the other? And, if that happens, will it be mediated by DA? 

The main objective of the present study is to understand how DA modulates the sensory 

processing of visual and tactile inputs in MSNs of the DMS. 
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2. OBJECTIVES 

 

The main aim of this thesis is to unravel how dopamine modulates the sensory 

processing and spontaneous activity of medium spiny neurons located in the 

dorsomedial striatum.  

The specific objectives are: 

 Unravel the dopaminergic modulation of tactile, visual and bimodal sensory 

responses of medium spiny neurons. 

 

 Study the impact of dopamine in the direct and indirect pathways. 

 

 Study the corticostriatal connectivity from primary somatosensory and visual 

cortices to the dorsal striatum. 

 

 Explore the impact of striatal cholinergic interneurons when modulating the 

sensory responses. 

 

 Investigate the impact of the Up and Down states on the sensory responses of 

medium spiny neurons. 

 

 Study the dopaminergic modulation of the spontaneous activity of medium spiny 

neurons. 

 

 Develop a new device to allow local drug application during in vivo patch-clamp 

recordings. 
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3. MATERIAL AND METHODS 

 

3.1. Animals 

 

Ethical approval. All the experimental procedures were conformed to the directive 

2010/63/EU of the European Parliament and of the Council, and the RD 53/2013 

Spanish regulation on the protection of animals use for scientific purposes, approved by 

the government of the Autonomus Community of Valencia, under the supervision of the 

Consejo Superior de Investigaciones Científicas and the Miguel Hernandez University 

Committee for Animal use in Laboratory. 

 

Animal models. The total amount of animals used in this study was 65. In the mice line 

D2-cre x ChR2 x DAT-cre, the expression of ChR2 in indirect MSNs was used to 

perform optogenetic differentiation of direct and indirect MSNs as previously 

described62 (Fig. 14a), whereas the expression of cre in DAT neurons was used to 

selectively infect dopaminergic neurons of SNc with a cre dependent virus containing 

ChrimsonR415 to release dopamine (n=15 animals) (Fig. 20d). To obtain this mice line, 

D2-Cre (ER44 line, GENSAT) mouse line was crossed with the Channelrhodopsin 

(ChR2)-YFP reporter mouse line (Ai32, the Jackson laboratory) to induce the 

expression of ChR2 in indirect MSNs. The resulting mouse line was then crossed with 

the mouse line DAT-cre (the Jackson laboratory). Additional animals from the DAT-cre 

mouse line were used to perform fiber photometry experiments (n=13 animals (7 + 6 

control, Fig. 23e)). C57BL/6J mice (n= 8 animals) were used for BDA injections (Fig. 

27a). OE25-cre (Tg(Chrna2-cre)OE25Gsat/Mmucd) (MMRC) (n=8 animals) and Tlx3-

cre (Tg(Tlx3-cre)PL58Gsat/Mmucd) (MMRC) (n=8 animals) mice lines were used to 

perform PT and IT selective axonal tracing respectively from S1 and V1 cortices to the 

dorsal striatum (Fig. 28a). For the micro-holder experiments (Fig. 14b), whose methods 

are broader developed in the annex paper57, C57BL/6J mice (n=13 animals) were used. 

 

Figure 14. The optopatcher and the micro-holder. a, The optopatcher416 is an electrode holder for 

simultaneous intracellular in vivo patch-clamp recordings and optical manipulation. Image taken from 

AM-Systems. b, The micro-holder57 is a box-shaped construct in which a recording and a delivery pipette 

are mounted to perform a local drug delivery during in vivo patch-clamp recordings even in deep brain 

regions, such as the striatum. 
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3.2. Viral injection 

 

Viral injection in SNc. In order to induce dopamine (DA) release by optogenetic 

stimulation, we infected the dopaminergic neurons in the SNc. Isofluorane anesthetized 

D2-cre x ChR2 x DAT-cre mice were immobilized in a Stereotaxic Alignment System 

(Kopf Instruments). AAV5-hSyn-FLEX-ChrimsonR-tdTomato (n=12 animals) or 

AAV5-CAG-FLEX-tdTomato (n=3 animals) (both from UNC Vector Core), were 

intracerebrally injected uni-laterally (500 nL) with an injector (Nanoliter, WPI)  into the 

SNc using the following coordinates from Bregma: AP -3 mm, LM 1.5 mm, DV -3.5 

mm, following Paxinos and Franklin417. Experiments were performed at least 8 weeks 

after the viral injection. 

 

Viral injection in the DMS. In order to measure DA release in the DMS with the fiber 

photometry technique, DAT-cre mice (n=7 animals + 6 control animals) were first 

intracerebrally injected in the SNc, as described above. Then, 6 weeks later, a second 

injection was performed in the DMS unilaterally, using the following coordinates from 

bregma417: AP 0 mm, LM 2 mm and 3 depths below the surface (DV -1.6 mm, -1.9 mm, 

and -2.2 mm; 100 nl at each depth, total 300 nl), with AAV5-hSyn-dLight1.2-EGFP, 

obtained from Dr. Lin Tian laboratory (University of California Davis, USA) and 

Addgene. Experiments were performed at least 2 weeks after the viral injection.  

 

Biotin Dextran Amine injection in S1 and V1. In order to trace the projections from 

S1 and V1 towards the striatum, C57BL/6J mice (n=8) were anesthetized and 

immobilized as described above. Biotin Dextran Amine (BDA) (Sigma Aldrich) was 

intracerebrally injected unilaterally in S1 (following coordinates from bregma: AP -1.5 

mm, LM 3.25 and 3.75 mm, DV -0.8 mm), and V1 (following coordinates from 

bregma: AP -3.75 mm, LM 2.5 and 2.75 mm, DV -0.8 mm) following Paxinos and 

Franklin417, injecting 150 nl in each lateromedial coordinate (300 nl in total) to cover 

the largest area as possible. For the anatomical study, mice were sacrificed 10 days after 

the injection by receiving an overdose of sodium pentobarbital (200 mg/kg I.P.). 

 

Viral injection in S1 and V1. In order to selectively target PT and IT cortical neurons 

projecting towards the striatum, Tlx3-cre (n=8) and OE25-cre (n=8) mice were 

anesthetized and immobilized as described above and 300 nl of 

AAV2.EF1a.DIO.tdTomato.WPRE  virus (UNC Vector Core) were intracerebrally 

injected unilaterally in S1 and V1 following the same coordinates as described above 

for BDA tracing to cover the largest area as possible. Sacrifice was performed 31 days 

post injection by receiving an overdose of sodium pentobarbital (200 mg/kg I.P.).  

 

3.3. Electrophysiological recordings 

 

Electrophysiological recordings. For experiments involving dopamine, D2-cre x ChR2 

x DAT-cre mice of both sexes (n=15, n=9 males and 6 females), between 14 and 40 

weeks of age were used to perform the experiments (Table 1). For micro-holder 
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experiments, C57BL/6J mice of both sexes (n=13, n=8 males and 5 females) between 8 

and 24 weeks of age were used. Anaesthesia was induced by intraperitoneal injection of 

ketamine (75 mg/kg) and medetomidine (1 mg/kg) diluted in 0.9 % NaCl. A 

maintaining dose of ketamine (30 mg/kg i.m.) was administrated every 2 hours or after 

changes in the EEG or reflex responds to paw pinches. Tracheotomy was performed to 

increase mechanical stability during recordings by decreasing breathing related 

movements. Mice were placed in a stereotaxic device (customized Stoelting stereotaxic 

base) and air enriched with oxygen was delivered through a thin tube placed 1 cm from 

the tracheal cannula. Temperature was maintained at 36.5 ± 0.5°C using a feedback-

controlled heating pad (FHC Inc.). Craniotomies were drilled (S210, Camo) at several 

sites from bregma. DA experiments: AP 0 mm, LM 2.5 mm (DMS); AP −1.5 mm, LM 

3.25 mm (S1); AP −3.5 mm, LM 2.5 mm (V1); following Paxinos and Franklin417. 

Micro-holder experiments: three craniotomies were drilled for striatal-TTX 

experiments, or two craniotomies for S1-BMI experiments: AP −1.5 mm, LM 3.25 mm 

(S1); AP 2 mm, LM 2 mm (M1); AP 0 mm, LM 3.5/4 mm (DS). Animals were 

sacrificed after the experimental session by receiving an overdose of sodium 

pentobarbital (200 mg/kg I.P.). 

 

Animals 

 
15 

Males 

 
9 

Females 

 
6 

Weight (gr) 

 
33.33 ± 10.42 

Male weight (gr) 

 
38.66 ± 9.82 

Female weight (gr) 

 
25.33 ± 4.67 

Age (weeks) 

 
22.4 ± 8.55 

Male age (weeks) 

 
24.66 ± 10.09 

Female age (weeks) 

 
19 ± 4.33 

Cells/animal 

 
3.73 ± 1.09 

Cells/male 

 
3.44 ± 1.13 

Cells/female 

 
4.16 ± 0.98 

 

Table 1. Description of the animals used for the whole-cell recordings in the DA study. The first 

three rows are total values, the rest show mean ± standard deviation. 
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Whole-cell recordings. For experiments involving DA, whole-cell recordings were 

obtained from the DMS between 2050 and 2567 µm deep in a perpendicular penetration 

angle of ~30°. For micro-holder experiments whole-cell recordings were obtained from 

cortical infragranular layers between 791 and 1303 µm deep or from the dorsal striatum 

between 2143 and 2610 µm deep in a perpendicular penetration angle of ~30°.  The 

exposed brain was continuously covered by 0.9% NaCl to prevent drying. Signals were 

amplified using a MultiClamp 700B amplifier (Molecular Devices) and digitized at 20 

KHz with a CED acquisition board and Spike 2 software (Cambridge Electronic 

Design). Borosilicate patch pipettes (1B150F-4, WPI), were pulled with a 

Flaming/Brown micropipette puller P-1000 (Sutter Instruments) and had an initial 

resistance of 6-12 MΩ, with longer tips than the standard ones to minimize cortical 

damage. Pipettes were back-filled with intracellular solution containing: 125 mM K-

gluconate, 10 mM KCl, 10 mM Na-Phosphocreatine, 10 mM HEPES, 4 mM ATP-Mg 

and 0.3 mM GTP-Na. pH and osmolarity were adjusted to ~7.4 and ~280 mOsm/L, 

respectively. Biocitin (0.2-0.4%, Sigma Aldrich) was then added to the intracellular 

solution to reconstruct the recorded cell after every experiment (Fig. 20b). To 

implement the analysis of the spontaneous activity, 100 s of spontaneous activity (no 

current injection, no stimulation) were used from the recording. To analyse the 

dopaminergic modulation of spontaneous activity, 100 s of the recording without 

stimulation were compared to 100 s of the same recording in which DA was 

optogenetically released every 5 s to avoid brain state entrainment. 420 s of the 

recording with optogenetic and sensory stimulation were used to analyse the DA 

modulation on sensory responses, ensuring for each recording a minimum of 14 events 

for each condition/cell. For all the neurons, input resistance (Table 3) was measured as 

the slope of a linear fit between the injected current steps and membrane potential of 2 s 

duration. In order to quantify the described inward membrane rectification of 

MSNs418,419, mean resistance during Up or Down states was analysed in response to 

negative and positive current steps (Table 3). Neurons with resistances < 100 MΩ were 

excluded from the analysis. The time constant (tau) was calculated as the time required 

for the membrane voltage change to reach the 63% of its maximum value. Capacitance 

was obtained by dividing the time constant between the voltage membrane resistance. 

Neurons with a resting membrane potential above -50 mV and/or having a deviation by 

more than 10 mV from their initial resting membrane potential were excluded from the 

analysis. The action potential threshold for our cells was determined to be -40 mV, 

therefore, the firing rate was calculated by using a threshold in the membrane potential 

of the cell (-20 mV) and counting the number of action potentials presented in a given 

time at that membrane potential. The SWO frequency was calculated as the number of 

Up states in a given recorded time. In the DA study, from the 61 recorded neurons, 56 

were identified as MSNs by their electrophysiological properties and morphology (Fig. 

20b, c). From the remaining 5, 2 were identified as FS and 3 as ChIs by their 

electrophysiological properties (Fig. 19, Table 3). The average recording time for all 

MSNs was 46.8 ± 12.81 min (minimum = 20 min, maximum = 72 min; n = 56). As the 

average recording time was quite variable, not in all neurons was possible to accomplish 

all the experimental protocols. Therefore, we followed this method: First, the 
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optogenetic identification of the recorded neuron, classified as a putative direct or 

indirect MSN by the means of the optopatcher416 (Fig. 14a) [see Material and Methods 

section 3.5]; second,  the study of its electrophysiological properties by injecting 

positive and negative intracellular current steps; third, 2 min of spontaneous activity 

were recorded to analyse the properties of its SWO; fourth, the study of the 

dopaminergic modulation of the spontaneous activity by releasing DA optogenetically 

every 5 s; fifth, optogenetic and sensory stimulation was performed to study the impact 

of DA on visual and tactile responses. Hence, from the 56 neurons identified as MSNs, 

all of them (34 direct MSNs and 22 indirect MSNs) were used to study their 

electrophysiological properties; 38 (24 direct MSNs and 14 indirect MSNs) to analyse 

the dopaminergic modulation of their spontaneous activity; and 29 (14 direct MSNs and 

15 indirect MSNs) were included to study the effect of DA in sensory processing (Table 

2). 

For the micro-holder experiments, 11 neurons were recorded: 4 of them were cortical 

neurons and 7 of them were identified as MSNs by their electrophysiological properties. 

  

 
Total MSNs Direct MSNs Indirect MSNs 

Total Recorded 56 34 22 

Opto- & electrophysiological identification 56 34 22 

DA on spontaneous activity 38 24 14 

DA on sensory processing 29 14 15 

 

Table 2. Data set description for the DA study. Table showing the number of direct and indirect MSNs 

used in this work for each experimental condition.  

 

Extracellular recordings. Extracellular recordings were obtained using unipolar 

tungsten electrodes with impedances of 1-2 MΩ. The electrodes were placed in 

infragranular layers (1000 µm depth from the pia) of S1 and V1 with an angle between 

15° and 25°. In the case of the micro-holder experiments, the extracellular recordings 

were placed in S1 and M1 as described previously. Recordings were amplified using a 

Differential AC Amplifier model 1700 (A-M Systems) and digitized at 10 KHz with 

CED and Spike-2 simultaneously with the whole-cell recording. 

 

3.4. Stimulation protocols 

 

In all the cases, the different stimuli were randomized, with an interstimulus interval of 

5 s (0.2 Hz). For each cell, tactile, visual and bimodal stimuli were launched during a 

recording with a minimum duration of 420 s, ensuring at least 14 events for each 

stimulation/cell. Sensory stimulations were sometimes randomly preceded (30 ms) by 
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an optogenetic activation of DMS dopaminergic terminals. Therefore, 6 conditions were 

analysed: tactile, visual and bimodal stimulation with or without DA release. 

 

Tactile stimulation. The displacement of the main whiskers was obtained by brief air 

puffs (15 ms of duration, 20 p.s.i.) by means of a Picospritzer unit (Picospritzer III, 

Parker Hannifin, NJ), via 1 mm diameter plastic tubes, placed at ~50 mm in front of the 

contralateral side of the snout. The latency between the computer command and the 

whisker movement was measured using an extracellular tungsten electrode placed in 

one of the central whiskers (Fig. 15), and was determined to occur 20.05 ± 0.1 ms (n = 5 

animals) following the trigger command. Therefore, the reference onset time was 

determined as 20 ms following the computer trigger command. Tactile responses were 

confirmed by monitoring the activation of the ipsilateral S1 using LFP recordings.   

 

Visual stimulation. A brief visual stimulation (15 ms of duration) was delivered by a 

white light LED positioned ~50 mm from the contralateral eye. The eye was covered 

with artificial eye drops (Viscotears, Bausch+Lomb, Germany) in order to prevent 

drying, as previously described420. Visual responses were confirmed by monitoring the 

activation of the ipsilateral V1 using LFP recordings.  

 

Bimodal stimulation. Tactile and visual stimuli were delivered simultaneously using 

the same protocols as described above.  

 

 

Figure 15. Reference time of whisker displacement. a, Raw example trace of an extracellular tungsten 

electrode placed in one of the central whiskers while performing tactile stimuli to determine de delay 

between the computer command and the whisker movement. b, Waveform average of the evoked 

response in a. Dashed black rectangle displays a zoom-in of the onset of the whisker displacement. Notice 

that the movement of the whiskers occurs 20 ms following the computer trigger command. Orange bars 

indicate the time of the tactile stimulation (15 ms). Red dashed line indicates the onset time of the whisker 

displacement.  

 

 



85 
 

3.5. Optogenetics 

 

Optogenetic identification of in vivo recorded neurons. In order to identify “on line” 

the specific type of MSNs belonging to the direct and indirect pathways, the 

optopatcher was used62,421,422 (Fig. 14a) (A-M systems, WA USA). Pulses (SLA-1000-

2, Two-channel universal LED driver, Mightex systems) of blue light (Fiber-coupled 

LED light source FCS-0470-000, 470 nm, Mightex systems) controlled through Spike 2 

software were delivered using an optic fiber (200 µm diameter, handmade) inserted into 

the patch-pipette, while recording their spontaneous activity (Fig. 20e). One or two 

serial pulses with 5 light steps of 500 ms each were delivered every 2 s with increasing 

intensity from 20 to 100 % of full LED power (minimal light intensity 0.166 mW; 

maximal intensity 0.83 mW at the tip of the fiber). Power light was measured with an 

energy meter console (PM100D, Thorlabs). Positive cells responded to light pulses by 

depolarizing their membrane potential. Positive cells (Fig. 20e, green trace) responded 

within 2.73 ± 1.29 ms of latency (ranging from 0.8 to 5 ms) to light pulses, by a step-

like depolarization of 10.22 ± 8.33 mV (ranging from 2.9 to 19.6 mV) at maximal 

stimulation intensity. Negative cells did not show any depolarization to light pulses 

(Fig. 20e, black trace). 

 

Optogenetic activation of dopaminergic terminals in the DMS. Optogenetic 

activation was done placing an optic fiber of 200 µm in the vicinity of the recording 

region with a 90o angle connected to a light source (high power LED Prizmatix) (Fig. 

20a). Light intensity was 2.4 mW at the tip of the fiber. Based on previous 

descriptions256,258,261, we designed an optogenetic train with 4 light pulses of 15 ms at 15 

Hz (interpause of 66 ms) that mimicked the burst frequencies of action potentials 

discharge of dopaminergic neurons256,257,261 (Fig. 23b). This optogenetic stimulation was 

randomly launched 30 ms before tactile, visual or bimodal stimulation and also without 

sensory stimuli, with a minimum interval of 5 s between stimulations. 

Dopamine release measurement with fiber photometry. Experiments were carried 

out in 7 DAT-cre animals in which the SNc was injected with AAV5-hSyn-FLEX-

ChrimsonR-tdTomato and in 6 DAT-cre control animals injected with AAV5-CAG-

FLEX-tdTomato. Additionally, all animals were injected with AAV5-hSyn-dLight1.2-

EGFP in the DMS as previously described [see Material and Methods section 3.2]. 

Fiber photometry experiments were then performed similarly as in previous reports423. 

For colour imaging, the 1-site 2-colour Fiber Photometry system was used (Doric 

Lenses): The 465 nm wavelength was used to capture the fluorescence changes related 

to the dLight1 sensor, whereas the 405 nm wavelength was used as isosbestic reference 

point to detect artefactual changes not related with the sensor423. The fluorescence 

captured from the 405 nm signal remained constant during our optogenetic stimulations 

(Fig. 23c, black traces), ensuring that the fluorescence increase observed in the 465 nm 

signal was not an artefact (Fig. 23c, blue traces). Acquired photometry data from the 

405 and 465 nm channels were processed with custom codes written in Matlab. Raw 

data from each channel was down-sampled and low-pass filtered at 25 Hz using a 2nd 
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order Butterworth filter. To calculate the changes in fluorescence to yield the ΔF/F 

PSTHs, a linear fit was applied to both signals and afterwards we aligned them. Then, 

the fitted 405 nm signal was subtracted from the 465 nm signal. The resultant signal 

was then divided by the fitted 405 nm signal to yield the ΔF/F values. Afterwards, the 

ΔF/F values were smoothed and aligned to the stimulation trigger to compute the 

PSTHs. Changes in fluorescence showed by the PSTHs were compared with or without 

DA (Fig. 23d). 

 

3.6. Histology 

 

Morphological reconstruction. At the end of each experiment the mouse was 

sacrificed with a lethal dose of sodium pentobarbital and perfused with a solution 

containing 4% paraformaldehyde in 0.1 M phosphate buffer (PB, pH 7.4). Brains were 

extracted and stored in PBS solution until the cutting. Before cutting, brains were 

transferred into PBS containing 30 % sucrose for 24/48 hours. Coronal or sagittal slices 

(20 µm thick) of both hemispheres containing the entire striatum from the recorded side 

(from AP 1.4 mm to AP -1.3 mm, following Paxinos and Franklin417) were obtained 

using an automatic digital criotome (Microm) and collected on gelatin coated slides 

(ThermoFisher). Sections were incubated over night with Cy3-conjugated streptavidin 

(Jackson Immuno Research Laboratories) diluted (1:1000) in 1 % BSA, 0.3 % Triton-X 

100 in 0.1 molar PBS. Finally, the gelatin coated slides were covered with mowiol 

(Calbiochem) and mounted with coverslips (ThermoFisher). Recorded and filled 

neurons were then reconstructed using a fluorescence microscope (DM 6000B, Leica) 

and a camera (DC350 FX, Leica) (Fig. 20b). 

 

BDA, PT and IT axonal tracing. At the end of each experiment, the mouse was 

sacrificed and perfused, and the brain was stored as mentioned above. Before cutting, 

brains were transferred into PBS containing 30% sucrose for 24/48 hours. Coronal 

slices (40 µm thick) of both hemispheres from the entire brain (BDA brains, n=8) (PT 

and IT brains, n=16), were obtained using an automatic digital criotome and collected 

on gelatin coated slides as described above. BDA slices were incubated over night with 

Cy3-conjugated streptavidin diluted (1:1000) in 1 % BSA, 0.3 % Triton-X 100 in 0.1 

molar PBS. PT and IT slices were not incubated. Afterwards, all slices were incubated 

20 min at RT with DAPI (Sigma). Finally, the glass slides were covered with mowiol 

(Calbiochem) and mounted with coverslips (ThermoFisher). To perform the anatomical 

study, we took images in half of the slices containing the DMS and DLS from the 

recorded side (from bregma: AP 1.4 mm to AP -1.3 mm, following Paxinos and 

Franklin)417. Images were obtained with a fluorescence microscope (DM 4000B, Leica) 

and a camera (Retiga 2000R, Qimaging). Each taken image covered an approximate 

area of 129600 µm2 (approximately 360 µm per side) in the DMS or DLS (Fig. 27a, 

28a). We also took images of the injection place in S1 and V1 in each of the brains to 

ensure that the number of infected cells and the fluorescence expression was similar 

between brains (Fig. 16). When analysing the images, as V1 sends quite a large density 

of projections towards the DMS and to avoid counting mistakes, we did not count each 
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axon separately. Instead, we transformed the taken images to binary images with 

custom codes written in Matlab by applying the same threshold (mean fluorescence 

intensity plus 6 standard deviations) to all the images. We then computed the total area 

of white pixels, which corresponded to the area covered by the labelled axons.  

 

Micro-holder experiments. At the end of each experiment, the mouse was sacrificed, 

perfused and the brain was stored as mentioned above. Coronal slices (12-24 µm thick) 

were obtained using a criostate (SLEE medical) and collected on gelatin coated slides. 

Slices were then incubated with Cy2-conjugated streptavidin diluted (1:500) in 1% 

BSA, 0.1% sodium Deoxycholic acid and 0.3% triton in 0.01 PBS overnight at 4°C.  

Slides were washed in PBS and viewed on a fluorescent microscope (Olympus AB, and 

Leica DM 6000B). Photomicrographs of the slices were taken with Leica DFC 350 FX 

or an Olympus XM10 (Olympus AB) digital camera. 

 

 

 

Figure 16. Selective targeting of PT and IT neurons in layer 5 of S1 and V1. OE25-cre (left) and 

Tlx3-cre (right) mice were injected in layer 5 of S1 (top) and V1 (bottom) cortices with the viral construct 

AAV2.EF1a.DIO.tdTomato.WPRE to target PT and IT neurons respectively. 
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3.7. Analysis. 

 

3.7.1. Experiments to unravel the role of DA 

 

SWO decomposition using NA-MEMD. Neural oscillations such as the ones recorded 

in this study are nonlinear 424–426. Frequency and Time-Frequency analysis are the most 

common used methods to analyse the oscillatory properties of neural oscillations. 

Nevertheless, traditional decomposition approaches present limitations to analyse this 

type of data. For instance, when applying Fast Fourier Transform (FFT)427,428 to neural 

signals, the result is a low temporal and frequency resolution signal424. The use of 

alternatives, such as the wavelet analysis429,430, greatly improves the temporal and 

frequency resolution but it relies on fixed wave templates resulting in a loss of 

information424. Therefore, techniques which do not depend on fixed wave templates 

need to be implemented. In this study, we used the Noise-assisted Multivariate 

Empirical Mode Decomposition (NA-MEMD) algorithm431 together with Hilbert 

transform432 for the analysis of the oscillations of MSNs membrane potential. The 

original EMD432 is a data driven algorithm suitable for nonlinear and non-stationary 

signals that does not rely on any predetermined template. It decomposes a given signal 

into a subset of oscillatory modes called Intrinsic Mode Functions (IMFs) (Fig. 17). 

Each IMF contains the oscillations of the original data in a certain frequency range, 

from the fastest to the slowest. Then, Hilbert transform is applied onto each IMF in 

order to compute its instantaneous frequency and amplitude to retain the original 

temporal resolution of the signal. The MEMD431 is a multivariate extension of the 

original EMD to n-dimensional signals. The MEMD is computed simultaneously in all 

dimensions of the signal to ensure the same number of IMFs as output. In addition, new 

dimensions can be added to the data containing White Gaussian Noise (WGN) to 

increase its performance, as it has been described that WGN addition reduces mode 

mixing produced by signal intermittence433, acting as a quasidyadic filter that enhances 

time frequency resolution431,434. The application of MEMD to the desired signal 

together with extra White Gaussian Noise dimensions is known as NA-MEMD 

analysis431. In this study, we applied NA-MEMD algorithm to a multivariate signal 

composed by the intracellular recording, both LFPs and one extra WGN channel as 

previously described63. The main advantage of this technique is the capacity to deal with 

the nonlinear and nonstationary properties of neural oscillations424 obtaining an 

enriched decomposition of the oscillatory activity that cannot be achieved by traditional 

techniques. In order to apply NA-MEMD analysis to our data, we adapted the MEMD 

Matlab package (http://www.commsp.ee.ic.ac.uk/mandic/research/emd.htm). Standard 

stopping criterion was described previously435. At last, we extracted the IMF carrying 

the SWO as the one with maximum correlation with the membrane voltage and visually 

confirmed it in all the recorded cells. Once we isolated the SWO of each recording 

using NA-MEMD, they were stored for further analysis.  
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Figure 17. Example of the decomposition of a whole-cell recording by the NA-MEMD algorithm. a, 

Example trace of a whole-cell recording in the DMS. b, Consecutive IMFs obtained by applying NA-

MEMD algorithm to the signal in a, starting from the 7th IMF. The IMF classifies the oscillatory activity 

from the fastest to the slowest. Frequency range for each IMF: 7=4.39 Hz; 8=2.35 Hz; 9=1.32 Hz; 

10=0.70 Hz; 11=0.38 Hz. The 10th IMF corresponds to the SWO.  

Hilbert transform. We computed the frequency of the SWO and theta (6-10 Hz), beta 

(10-20 Hz) and gamma-bands (20-80 Hz) as the instantaneous frequency using the 

Hilbert transform432. For a given time series x(t), its Hilbert transform H(x)(t) is defined 

as:  

                 𝑑(𝑥)(𝑡) =
1

𝜋
𝐶 {

 ∞
−∞

𝑥(𝑡′)

𝑡−𝑡′
𝑑𝑡′   

where C indicates the Cauchy principal value. Hilbert transform results in a complex 

sequence with a real part which is the original data and an imaginary part which is a 

version of the original data with a 90◦ phase shift; this analytic signal is useful to 

calculate instantaneous amplitude and frequency; instantaneous amplitude is the 

amplitude of H(x)(t), instantaneous frequency is the time rate of change of the 

instantaneous phase angle.  



90 
 

Extraction of features during the Up states. In order to describe the properties of the 

SWO of the recorded MSNs, we computed several parameters from the Up state (Fig. 

25b). First, we subtracted the IMFs carrying oscillations faster than 50 Hz from the 

MSNs membrane voltage recordings to eliminate the spikes. Then, in order to isolate 

Up and Down states from the membrane voltage we started by smoothing the trace 

using a 200 ms window. Then, we extracted the Up states using a threshold consisting 

of the mean value of the membrane potential plus 0.5 standard deviations. Then, we 

merged the parts of fragmented Up states, detected as an interval shorter than 250 ms 

between the transition of a prospective Up state to a prospective Down state to the 

transition from a prospective Down state to a prospective Up state. Finally, detected Up 

states shorter than 200 ms where discarded. Then, we calculated the mean, standard 

deviation and minimum and maximum values of the Up state membrane potential. 

Additionally, we computed the peak to peak distance, which is the difference between 

the maximum and minimum values of the Up state membrane potential, the maximum 

and minimum value of the Up state derivative and the number of peaks in the Up state. 

To do so, we used the findpeaks Matlab function on the smoothed (200 ms smooth) Up 

state with a minimum peak height of 0.3 standard deviations and a minimum distance 

between peaks of 160 ms. We also computed the length, amplitude and the speed of the 

transition from the Down to the Up state and from the Up to the Down state as well as 

the Slope transition ratio, which consisted of the magnitude of the Down to Up 

transition relative to the Up to Down transition. In order to measure the slopes, we first 

located the transition between states with a time window starting 100 ms before and 

lasting Up to 200 ms after the crossing point of the voltage threshold that was used to 

detect the Down and Up state (See above). Then, we smoothed (100 ms smooth) the 

selected region and computed its derivative. We delimited the transition between states 

computing the region over a threshold calculated as the mean plus 0.3 standard 

deviations of the derivative. Once we had delimited the transition, we fitted a lineal 

function to that region of the recording to compute the slope speed. 

Parameters obtained from the evoked sensory responses. In order to quantify the 

sensory responses (Fig. 26c-e), we first subtracted the IMFs carrying oscillations faster 

than 50 Hz from the MSNs membrane voltage recordings to eliminate action potentials. 

In order to extract Up and Down states, we performed a cross-correlation to look for the 

decomposed IMF that was most similar as possible to the original trace. This IMF 

contained the SWO. Then, we applied a threshold (the value of the membrane potential 

plus 0.5 standard deviations) to separate Up from Down states. We developed an 

interface with custom code written in Matlab to extract the parameters and help us 

visualize the evoked responses aligned with the trigger. We calculated separately the 

PSTHs from the evoked visual, tactile or bimodal responses with or without DA during 

Down and Up states and extracted the mean onset and peak delay, slope, and amplitude 

for each condition and cell. The onset delay was calculated as the average time between 

the stimulus trigger and the onset of the evoked potential. The first time derivative of 

the membrane potential was used to determine the onset of the sensory response within 

a 250 ms time-window after sensory stimulation. The peak delay was calculated as the 
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average time between the stimulus trigger and the time in which the response reached its 

maximum peak inside a 250 ms window from the stimulus. The slope was obtained as 

the first derivative (dv/dt) between the onset and peak delay time interval, and the 

response amplitude was defined as the voltage difference between the peak delay and 

the onset time (Fig. 18). The amplitudes of the responses during the Up states were very 

small or absent, with a rate of failures of 73.95% ± 9.79% excluding their reliable 

measure. Hence, all evoked responses showed in this study are extracted from the Down 

states, in which at least 14 stimuli were averaged for each condition. 

 

 

 

 

 

 

 

 

 

 

 

Statistical analysis. Wilcoxon Signed rank test was used for comparison of different 

conditions in matched samples. Wilcoxon Rank-sum test was used for comparison of 

different conditions in independent samples. The error bars presented in the bar graphs 

represent the standard error unless stated otherwise. Regarding the boxplots, the red line 

indicates the median, whereas the bars indicate the lowest and upper 25% of the data 

values. In the cases in which a linear regression was performed, the values and 

significance are displayed in the figure legend. Values exhibited in the tables represent 

the mean ± standard deviation. Confidence level was set to p=0.05. All statistical 

analyses were done in Matlab (Mathworks).   

 

3.7.2. Experiments involving the micro-holder 

 

Up and Down states from the SWO were detected in the intracellular recording trace. 

The transition points were defined by computing the local mean and standard deviation 

on a sliding window of 30 s. A dynamic threshold consisting of the mean plus 1.5 

standard deviations was used to separate the Up from Down states in each window. 

Then, we used the times of the detected Up states to search for the Up states in the LFP 

Figure 18. Parameters of the 

sensory responses. Example 

of an evoked sensory PSTH to 

illustrate how responses are 

measured.  Dark grey line 

indicates the time in which the 

sensory stimulation is 

occurring (15 ms). Light grey 

square indicates the 250 ms 

time window in which the 

onset, peak delay, amplitude 

and slopes are calculated. 
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recordings. To prevent the loss of information due to the temporal delays between the 

striatal and cortical Up states, we extended the detected Up state regions 200 ms in both 

directions. Once Up and Down states were detected, their durations in the intracellular 

and LFP recordings were calculated. Transition slope magnitudes were extracted by 

computing the first derivative at the Down to Up state transition. To do this, we 

thresholded the obtained derivative using its mean plus 1 standard deviation in the case 

of the membrane voltage or minus 1 standard deviation of the LFPs. The detected slope 

was then adjusted with a first-order linear fitting in order to compute its magnitude. In 

order to analyse the changes in the SWO induced by BMI, we extracted the mean 

transition slope magnitude by averaging Down to Up state transitions during 40 s before 

and after BMI application in the intracellular and LFP recordings (Fig. 33D). The time 

in which the BMI diffused from the delivery pipette to the recorded neuron differed 

among recordings, due to the different distances between recording and delivery 

pipettes. For this reason, the 40 s window used to average the slopes during BMI 

application was centered with respect to the maximum slope value detected after 

application. The amplitude of the Up states was calculated by subtracting the mean 

value of the membrane potential in the Up states from the mean value of the membrane 

potential in the Down states. The firing rate was calculated by using a threshold in the 

membrane potential of the cell (-20 mV) and counting the number of action potentials 

presented in a given time at that membrane potential. Oscillation frequency was 

calculated as the number of Up states in a given recording time.  

For statistical analysis, Mann–Whitney’s U test was used. Data are presented as means 

with standard error of the mean (SEM). 
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4. RESULTS 

 

4.1. In vivo whole-cell recordings in the DMS 

 

The main objective of this thesis was to understand the impact of dopamine in MSNs 

from the DMS when processing visual and tactile information. To that end, we obtained 

in vivo whole-cell patch-clamp recordings from 61 neurons located between 2050 and 

2567 µm ventrally in the DMS of D2-cre x ChR2 x DAT-cre mice. All the recorded 

neurons displayed a rhythmic slow wave oscillation (SWO) with prominent Up and 

Down states (Fig. 19a, 20c, 24, 25a, 26a, 29a). 56 neurons were classified as MSNs, 2 

as fast spiking interneurons (FS) and 3 as cholinergic interneurons (ChIs). MSNs were 

identified from other striatal types by their electrophysiological properties (Fig. 20c) as 

well as by their morphology, as they present prominent spines on their dendrites (Fig. 

20b). FS and ChIs were clearly distinguishable by their electrophysiological properties. 

ChIs displayed their characteristic voltage sag response to current step injections (7.78 ± 

2.20 mV) (Fig. 19b), depolarized membrane potential (-51 ± 6.55 mV), and spontaneous 

discharge activity (1.35 ± 0.41 Hz) (Fig. 19a, Table 3).  

 

 

 

In addition to the electrophysiological characterization, all MSNs were identified 

belonging to the direct (striatonigral) or indirect (striatopallidal) pathways, by means of 

the optopatcher421. To that end, we delivered one or two trains of 5 pulses of blue light 

Figure 19. Cholinergic 

interneuron recorded in 

vivo. a, Example of the 

spontaneous activity of a 

cholinergic interneuron 

recorded in vivo. Notice its 

spontaneous tonic activity. b, 

Response of the same 

cholinergic interneuron to 

step current injections. 

Notice the voltage sag 

response (red dashed trace) 

and the rebound spikes 

characteristic in cholinergic 

interneurons (red arrows). 



96 
 

(470 nm wavelength) every two seconds, each of them with 500 ms of duration and  

different intensities, from 20% (0.166 mW, minimal light intensity), to 100% of full 

LED power (0.83 mW, maximal light intensity) (Fig. 20e) [see methods]. Positive cells 

expressing Channelrhodopsin 2 (ChR2) were depolarized an average of 10.22 ± 8.33 

mV after light stimulation for the maximal intensity light (ranging from 2.9 mV to 19.6 

mV), generating action potentials in 12 neurons; whereas negative cells were not 

activated (Fig. 20e). Therefore, by few light pulses, MSNs were easily identified by 

their depolarization as indirect MSNs, while non-depolarized MSNs were classified as 

putative direct MSNs. The average recording time for all MSNs was 46.8 ± 12.81 min 

(minimum = 20 min, maximum = 72 min; n = 56). Simultaneously, double local field 

potential (LFP) recordings were obtained from S1 and V1 (Fig. 20a, c), to ensure that 

visual and tactile stimulations were eliciting a response in their respective primary 

cortical areas. 
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Figure 20. Experimental approach. a, Schematic representation of the experimental set up, in vivo 

whole-cell optopatch-clamp recordings with simultaneous LFP in S1 and V1. b, Morphological 

reconstruction of a dorsomedial MSN. Different scales show neuron magnitude and its dendritic spines, 

confirming that the recorded neuron is a MSN. Inset bar scale corresponds to 20 µm. c, Example of a 

recorded MSN in the DMS (black trace) with simultaneous LFP in S1 and V1 (grey traces). d, Sagittal 

images of a D2-cre x ChR2 x DAT-cre mice injected with the virus expressing the opsin ChrimsonR-

TdTomato in the SNc. Left: Expression of ChR2-YFP in the indirect MSNs. Middle: Dopaminergic 

terminals of the SNc expressing the opsin ChrimsonR-TdTomato in the SNc after at least 8 weeks post 
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injection. Right: Merge of both images. Notice that the yellow colour indicates the merge between the 

dopaminergic terminals and the indirect MSNs expression only in the striatum. e, Example showing an in 

vivo identification of a MSN using the optopatcher. Indirect MSNs in the D2-cre x ChR2 x DAT-cre mice 

(top trace, ChR2+, green) responded to light pulses, inducing a depolarization in the MSN. Negative cells 

(bottom trace, ChR2-, black) did not respond to light pulses. Blue bars indicate the intensity of the light 

pulse stimulation, from 20 to 100 %. 

4.2. Electrophysiological properties of MSNs from the DMS 

 

We characterized several electrophysiological properties of the MSNs, such as the 

voltage membrane potential, input resistance, time constant (tau) and capacitance (34 

direct MSNs and 22 indirect MSNs, Table 3, Fig. 21). Input resistance was measured in 

response to negative and positive current injection steps. In addition, to better 

understand how the states of the SWO could affect the electrophysiological properties, 

we calculated it separately for Down and Up states. During Down states, the resistance 

significantly increased in response to positive pulses from 223 ± 93.37 MΩ to 245 ± 

81.16 MΩ (p=0.0014). In the case of the Up states, we did not find differences between 

negative and positive current injections, probably due to the voltage variability induced 

by the spontaneous activity. In addition, the resistance in response to the negative 

current steps in Down states was significantly lower when compared to the Up states. In 

summary, in agreement with previous results53,62, our data shows that depolarization 

increases the input resistance of MSNs, either induced by current injection or by the 

spontaneous depolarization that occurs during the Up states. When calculating the 

average of tau (4.38 ± 1.35 ms) and the capacitance (19.10 ± 6.78 pF), we found similar 

values to the ones described previously63. 

 

  

 

Electrophysiological properties were also compared between direct and indirect MSNs. 

Our result does not show significant differences in their resistance, capacitance, tau, 

Figure 21. MSNs input 

resistance. Differences in the 

input resistance of MSNs during 

Up and Down states calculated 

during negative and positive 

current steps. All values are 

subtracted with respect to the 

Down Hyp condition. Yellow 

line indicates the value 0.   

**p<0.01; *** p<0.001 
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membrane potential or oscillation frequency values (Table 3). Therefore, we conclude 

that both types of MSNs have similar electrophysiological properties in the DMS, in 

contrast with the previous description of the direct and indirect pathways MSNs in the 

DLS53,62. The differences between dorsal striatal regions strongly suggest particular 

functional properties between pathways in the DLS and DMS. 

 

 All MSNs direct MSNs indirect MSNs ChIs FS 

Input Resistance 

(MΩ) 

242 ± 77.5 247 ± 87.93 235 ± 50.49 203 ± 37.87 250 ± 21.92 

Resistance Down 

state hyp. (MΩ) 

223 ± 93.37 229 ± 105.57 214 ± 73.33 205 ± 44.37 239 ± 20.50 

Resistance Down 

state dep. (MΩ) 

245 ± 81.16 251 ± 93.81 236 ± 58.74 186 ± 55.56 263 ± 25.45 

Resistance Up 

state hyp. (MΩ) 

249 ± 97.96 253 ± 109.34 242 ± 80.40 208 ± 45.61 257 ± 22.62 

Resistance Up 

state  dep. (MΩ) 

253 ± 81.82 252 ± 88.21 255 ± 73.64 185 ± 48.41 224 ± 11.31 

Capacitance (pF) 19.10 ± 6.78 20.38 ± 7.73 17.19 ± 4.62 32.38 ± 24.1 16 ± 7.1 

Tau (ms) 4.38 ± 1.35 4.65 ± 1.32 3.98 ± 1.34 6.09 ± 3.38 3.52 ± 0.76 

Sag (mV) 0 ± 0 0 ± 0 0 ± 0 7.78 ± 2.20 0 ± 0 

Membrane 

potential (mV) 

-69.72 ± 5.48 -70.13 ± 5.51 -68.85 ± 3.97 -51 ± 6.55 -65 ± 7.07 

Firing rate (Hz) 0.193 ± 0.29 0.191 ± 0.29 0.196 ± 0.30 1.35 ± 0.41 2.69 ± 0.95 

Oscillation 

frequency (Hz) 

0.68 ± 0.10 0.66 ± 0.10 0.70 ± 0.10 0.79 ± 0.08 0.72 ± 0.01 

 

Table 3. Intrinsic properties of dorsomedial direct and indirect MSNs, ChIs and FS. All values are 

means ± standard deviation. MSNs: n=56 (34 direct MSNs; 22 indirect MSNs). ChIs: n=3. FS: n=2. 

We also analysed the spontaneous firing rate of MSNs, which only occurs during the Up 

states and at a very low frequency53,62,63. In agreement with previous reports, our 

average rate of spontaneous action potentials was 0.193 ± 0.29 Hz (Table 3), with no 

differences between the direct and indirect MSNs (direct MSNs = 0.191 ± 0.29 Hz, 

indirect MSNs = 0.196 ± 0.30 Hz (p=1). On the contrary, ChIs and FS interneurons 

displayed a very high frequency of spontaneous action potentials as already 

reported113,136 (Table 3). 

4.3. Modulation of the sensory responses during the SWO cycle 

 

The membrane potential of MSNs during the SWO exhibits a bimodal distribution 

switching from Up to Down states54 (Fig. 20c). To understand how sensory responses 
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are modulated during the SWO cycle, responses were separated to those occurring 

during the Up or Down states. Sensory stimulations were randomly launched every 5 s, 

therefore, they occurred during any of these states. Because all of the stimuli are 

randomized and due to the longer duration of the Down states (1100 ± 217 ms) with 

respect to the Up states (391 ± 44 ms) (p=0.003), the 79.52 ± 4.94% of the stimulus 

occurred during the Down states, whereas only the 20.47 ± 4.94% did so during the Up 

states. In addition, it has been reported that sensory responses of MSNs are robustly 

reliable during the Down states, whereas during the Up states they are characterized by 

low amplitudes and a high probability of failure53,436,437. In agreement, our data shows 

that the amplitude of visual, whisker or bimodal responses was very small or zero when 

occurring during the Up states (Fig. 22a). Moreover, we observed a significant negative 

lineal voltage-dependent relationship between the amplitude of the tactile, visual and 

bimodal responses and the membrane potential of the MSNs. The more hyperpolarized 

the membrane potential was (corresponding to the Down state), the largest amplitudes 

were exhibited (Fig. 22b).  

 

Figure 22. Voltage-dependence of sensory evoked responses. a, Waveform averages of an example 

MSN responding to tactile (left), visual (middle) and bimodal (right) stimulation during Down (upper 

traces) or Up states (bottom traces). Total trials in Down state/cell n=51. Total trials in Up state/cell n=11. 

The coloured line represents the sensory stimulation. b, Variation of amplitudes at different membrane 

potentials corresponding to Up and Down states for tactile (left), visual (middle) and bimodal (right) 

stimulation. Each point represents a sensory response in all the recorded neurons. A linear regression 
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between -85 and -40 mV values (Tactile: R2 0.61; p<0.0001; Visual: R2 0.68; p<0.0001; Bimodal: R2 

0.67; p<0.0001) illustrates the voltage dependence of the sensory responses.  

Taking into account the poor reliability and absence of the MSN responses during the 

Up states, we focused on the study of the responses evoked during the Down states.  

4.4. Optogenetic control of dopamine release in the DMS 

 

The SNc is mainly compounded by dopaminergic neurons projecting to the striatum2,262. 

Nevertheless, the SNr, a very close structure which contains GABAergic as well as 

dopaminergic neurons, sends projections towards several brain regions2 with higher 

density to the thalamus and forebrain areas194,246,438. For these reasons, direct electrical 

stimulation of the SNc is an unspecific method as it would activate all types of neurons 

projecting towards the striatum besides other brain structures that could affect the 

outcome. In order to understand the specific impact of DA on MSNs, we activated 

optogenetically the dopaminergic terminals directly in the DMS. To that end, we 

injected the cre dependent virus AAV5-hSyn-FLEX-ChrimsonR-tdTomato, which 

expresses the opsin ChrimsonR415, in the SNc of  D2-cre x ChR2 x DAT-cre mice, to 

infect the dopaminergic neurons (Fig. 20a, d) [see methods]. This mice line expresses 

ChR2 in the indirect MSNs and cre recombinase in the dopamine transporter (DAT) 

expressing cells, allowing the stimulation with two different opsins: ChrimsonR (peak 

excitation wavelength of ∼660 nm) to activate the dopaminergic terminals; and ChR2 

(peak excitation wavelength of ∼470 nm) (Fig. 20d) to identify MSNs belonging to the 

direct and indirect pathways with the optopatcher (Fig. 20e). 

But before carrying out the described experimental approach, we checked the efficiency 

and reliability of the optogenetic stimulation to release DA from the axon terminals in 

the DMS (Fig. 23a, b). To that end, we used a recently developed423 intensity-based 

genetically encoded DA sensor called dLight1. This sensor enables the optical recording 

of DA dynamics allowing the detection of extracellular DA with sub-second resolution 

and insignificant sensitivity to other monoamines, GABA, and glutamate423,439,440. To 

measure the efficiency of DA release elicited by our optogenetic stimulation, we did a 

set of fiber photometry experiments using a virus encoding dLight1. To that end, we 

first injected the virus expressing the opsin ChrimsonR in the SNc, as described before. 

Then, six weeks later, the AAV5-hSyn-dLight1.2-EGFP423 virus was injected in the 

DMS to induce the expression of the dLight1 sensor (n= 7 DAT-cre mice, Fig. 23a, e). 

Two weeks later, we stimulated optogenetically with a 660 nm LED light while 

performing fiber photometry experiments. During wakefulness and also under 

anaesthesia, dopaminergic neurons burst approximately at a range of 12-20 Hz256,257,261, 

so we designed an optogenetic train with 4 light pulses of 15 ms each at 15 Hz (with an 

interpause of 66 ms) (Fig. 23b) that mimics their discharge. 

We first  measured the changes on fluorescence related to DA release in response to the 

stimulation directly in the SNc: the levels of fluorescence increased to 2.29 ± 0.10%, a 

similar value to the ones reported previously423. Then, we repeated the experiment but 

stimulating in the dopaminergic terminals of the DMS. In this case, the fluorescence 
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increased to 0.56 ± 0.25% (Fig. 23c, d), approximately a quarter of the one obtained 

when stimulating the SNc (p=0.002).  In both cases, the onset and peak delays of the 

responses were similar between stimulations (Onset delay: SNc = 62.4 ± 12.03 ms, 

striatal terminals = 55.57 ± 10.01 ms (p=0.67); Peak delay: SNc = 399.5 ± 56.99 ms, 

striatal terminals = 430.14 ± 27.67 ms (p=0.42)).  

Anatomical studies were performed after every experiment, to confirm that the DA 

increase was always accompanied of a correct expression of both viruses (Fig. 23e). 

Finally, we performed a set of control experiments, in which we injected AAV5-CAG-

FLEX-tdTomato in the SNc, a cre dependent virus that was not expressing the 

ChrimsonR opsin (n= 6 DAT-cre mice) [see methods]. In this case, changes in 

fluorescence related to DA release were undetectable (0% of fluorescence increase) 

(Fig. 23c-d). 

In summary, these set of experiments demonstrate that our experimental approach is a 

very controlled and reliable method to release DA from the striatal terminals, even 

though the stimulation of the SNc induced a larger release. 
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Figure 23. Optogenetic dopamine release in the DMS. a, Schematic representation of the fiber 

photometry experimental set up. b, Optogenetic stimulation train used in this study. c, Left: Trace 

example of the fluorescence measurements along time from one of the recording sessions. Right: 

Waveform average of the elicited DA release in the DMS when stimulating optogenetically the 

dopaminergic terminals in the DMS with the virus expressing the opsin ChrimsonR (top) or with the 

control virus (bottom). Blue traces correspond to the 465 nm signal. Black traces correspond to the 

isosbestic 405 nm signal (used as a reference point) [see methods]. Red bars represent the time of the 

optogenetic stimulation trains. d, Quantification of the changes in fluorescence when stimulating directly 

the SNc (DA SNc), the dopaminergic terminals in the DMS (DA Str) or during control conditions (Ctrol). 

** p<0.01. e, Coronal images of a DAT-cre mice injected with the viruses expressing the sensor dLight1-

EGFP and the opsin ChrimsonR-TdTomato in the DMS and SNc respectively. Left: Image showing the 

expression of the dLight1 sensor injected in the dorsal striatum. Middle: Image showing the expression of 

the ChrimsonR opsin in the dopaminergic terminals. Right: Merge of both images. 
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4.5. Dopamine impact on spontaneous activity 

 

4.5.1. Neurotransmitter co-release in the DMS 

 

Once we checked the reliability of the optogenetic stimulation, we then studied whether 

DA could affect the spontaneous activity of MSNs. To that end, we analysed 18 direct 

and 10 indirect MSNs identified as previously described (Fig. 20e) from 12 D2-cre x 

ChR2 x DAT-cre injected mice, comparing 100 s of spontaneous activity with or 

without DA (Fig. 25a). Previous in vitro studies have described glutamate and GABA 

co-release in the striatum243,441–444. In order to explore this possibility in the DMS in 

vivo, DA terminals were optogenetically stimulated while spontaneous activity was 

recorded. Our results did not show any fast depolarization (EPSPs) aligned with the 

stimulation (Fig. 24). In addition, in order  to study the inhibitory components (IPSPs) 

that could be induced by DA, some MSNs were depolarized (n= 6) by injecting positive 

current, moving their membrane potential close to the excitatory reversal potential. 

Nevertheless, we could neither detect any IPSPs aligned with the optogenetic 

stimulation (Fig. 24). 

In summary, there were not fast responses induced by DA, either excitatory or 

inhibitory, hence glutamate or GABA co-release was not detected. This result strongly 

suggests that only DA acts as neuromodulator on DMS-MSNs. 

 

Figure 24. DA release during the spontaneous activity of MSNs. Left: Example trace of an in vivo 

whole-cell recording of a direct (top) and indirect (bottom) dorsomedial MSN while stimulating 

optogenetically every 5 seconds. Right: Waveform averages of the same example MSNs at different 

membrane potentials. Coloured lines represent the optogenetic stimulation. 
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4.5.2. Slow Wave Oscillations 

 

It has been reported a reduction of the oscillatory frequency of the SWO in MSNs of 

DA depleted mice in the DLS62. Hence, we wondered whether MSNs SWO activity 

would be affected when DA is released in the DMS. To that end, we analysed how DA 

impacted on the SWO frequency and resting membrane potential during the Down 

states. In addition, we characterized the SWO in presence and absence of DA in the 

identified direct and indirect MSNs by measuring 13 features of the Up states (Table 4) 

[see methods for a detailed description of features]:  

1. Average voltage of the Up state, calculated as the mean voltage value 

displayed.  

2. Standard deviation of the Up state, calculated as the standard deviation of the 

mean voltage.  

3. Minimum voltage of the Up state, calculated as the lowest voltage value. 

4. Maximum voltage of the Up state, calculated as the highest voltage value 

exhibited. 

5. Peak to peak distance in the Up state, calculated as the difference between the 

minimum and maximum voltage displayed. 

6. Maximum value of the derivative of the Up state, calculated as the highest value 

of the derivative. 

7. Minimum value of the derivative of the Up state, calculated as the lowest value 

of the derivative  

8. Number of peaks in the Up state. 

9. Length of the Up state, calculated as the time from the onset until the end of 

the Up state.  

10. Amplitude of the Up state, calculated as the difference between the mean 

voltages exhibited by the cell during the Down and Up states.  

11. Slope of the transition from the Down to the Up state, calculated as the speed of 

the transition of the Down to the Up state. 

12. Slope of the transition from the Up to the Down state, calculated as the speed of 

the transition of the Up to the Down state. 

13. Transition ratio of the slopes, calculated as the division between the slope of the 

transition from the Down to the Up state and the slope of the transition from the 

Up to the Down. 

 

The SWO frequency was not affected by DA (control = 0.68 ± 0.10 Hz, DA= 0.68 ± 

0.13 Hz, p=0.91), for both direct and indirect MSNs (control: direct MSNs = 0.66 ± 

0.10 Hz, indirect MSNs = 0.70 ± 0.10 Hz, p=0.22; DA: direct MSNs = 0.66 ± 0.11 Hz, 

indirect MSNs = 0.72 ± 0.16 Hz, p=0.24). 

Nevertheless, we found some modulatory effects of DA during the SWO. The average 

voltage of the Up state (Feature nº1) changed in direct (control = -54.53 ± 8.07 mV, DA 

= -59.70 ± 8.81 mV, p=0.003) and indirect MSNs (control = -56.00 ± 3.32 mV, DA = -
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59.75 ± 5.91 mV, p=0.01); as well as the maximum voltage in the Up state (Feature 

nº4) (dMSNs: control =   -44.84 ± 8.18 mV, DA = -52.15 ± 9.80 mV, p=0.0002; 

iMSNs: control = -45.19 ± 3.72 mV, DA = -51.10 ± 5.24, p=0.002) (Fig. 25b, Table 4). 

In addition, the minimum voltage in the Up state (Feature nº3) changed for direct MSNs 

(control = -59.96 ± 8.22 mV, DA = -64.20 ± 8.28 mV, p=0.01) (Fig. 25b, Table 4). 

Interestingly, the membrane potential of the Down states did not show any change in 

both types of MSNs (dMSNs: control = -70.13 ± 5.51 mV, DA = -70.86 ± 5.70 mV, 

p=0.7; iMSNs: control = -68.85 ± 3.97 mV, DA = -68.95 ± 3.45 mV, p=0.8). These 

modulatory changes in the voltage values had a discrete impact in the amplitude of the 

Up states (Feature nº10) which showed a tendency to decrease (dMSNs: control = 16.84 

± 4.66 mV, DA = 15.43 ± 5.38 mV, p=0.07; iMSNs: control = 16.27 ± 3.45 mV, DA = 

15.51 ± 2.97 mV, p=0.08). Finally, the Up state length (feature nº9) was increased from 

405 ± 47 ms to 418 ± 51 ms (p=0.02) only in the case of the direct pathway MSNs (Fig. 

25c, Table 4), showing a slightly elongation when DA is released. 

 

4.5.3. High frequency oscillations 

 

High frequency oscillations have been related with different processes in health and 

disease365,445. For instance, they have been linked to cognitive operations such as 

selective attention446,447 or working memory448,449. They normally occur during 

wakefulness and during the Up states49,450 of the SWO as well. Importantly, exaggerated 

beta-band oscillations have been established as one of the signatures of PD365–367,451, and 

its appearance is usually taken as a sign of DA depletion. It has been widely reported 

that this exaggerated beta-band oscillatory activity is reduced by L-DOPA treatment in 

the STN and GPi of PD patients364,365,367,451,452.  

To analyse the spontaneous SWO (<1Hz) and the high frequency oscillations over Up 

states we applied the Noise-Assisted Multivariate Empirical Mode Decomposition 

algorithm (NA-MEMD)453, followed by the application of the Hilbert transform [see 

methods]. The main advantage of this technique when compared to traditional 

decomposition techniques such as Fast Fourier transform or wavelet analysis is the 

capacity to deal with the nonlinear and non-stationary properties of neural 

oscillations63,424. We computed the energy of the theta- (6-10 Hz), beta- (10-20 Hz) and 

gamma-bands (20-80 Hz) to explore whether the release of DA could affect the high 

frequency components of the oscillatory activity. Our results show that DA decreases 

the energy of all of them: theta- (control= 2.20 ± 0.63 mV, DA= 1.79 ± 0.45 mV2, 

p=0.000003), beta- (control= 3.11 ± 0.55 mV2, DA= 2.72 ± 0.41 mV2, p=0.00009) and 

gamma-band (control= 0.60 ± 0.33 mV, DA= 0.36 ± 0.21 mV2, p=0.000004) in both 

MSNs subpopulations (Fig. 25d, green and red traces). 

This decrease was always paired with the correct expression of ChrimsonR in the DMS 

(Fig. 20d). To ensure that this energy decrease was related to DA release, we performed 

a set of control experiments. As described previously, 3 D2-cre x ChR2 x DAT-cre 

mice were injected the SNc with the cre dependent virus AAV5-CAG-FLEX-tdTomato 

which does not express ChrimsonR (as control virus). In this case, the optogenetic 
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stimulation did not change the energy in any of the explored frequency bands (theta, 

beta and gamma) (Fig. 25d, black and grey traces), confirming that the energy decrease 

is induced by DA. When comparing between direct and indirect MSNs, differences 

were not detected (Fig. 25d).  

In summary, our data shows that DA decreases theta-, beta- and gamma-bands over Up 

states in DMS-MSNs. These results suggest that the changes affecting the amplitude of 

the Up states, showed in the previous section (Fig. 25b), reflect the decline of the high 

frequency oscillations (Fig. 25d). 
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Figure 25. DA impact on the spontaneous activity of dorsomedial MSNs. a, Example traces of the 

SWO in MSNs in control (upper trace) and during DA release (bottom trace). Coloured red lines indicate 

the optogenetic stimulation. Ochre crosses indicate the onset and end of the detected Up states. b, c, 

Direct and indirect MSNs SWO changes in the Up state voltage (b) and length (c) in the Up states when 

releasing DA. Green p values represent change for direct MSNs. Red p values represent change for 

indirect MSNs. Black line is added to illustrate the changes mediated by DA. d, Theta- (left), beta- 

(middle) and gamma-band (right) normalized energy of direct and indirect MSNs. Yellow line indicates 

the normalized value 1. The normalization was done with respect to the average value presented in 

control conditions in each frequency band for each neuron. 
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Feature All MSNs direct MSNs indirect MSNs 

1) Average voltage in Up 

state (mV) 
-55.06 ± 6.72*** -54.53 ± 8.07** -56.00 ± 3.32** 

1) Average voltage in Up 

state (mV) + DA 
-59.72 ± 7.78*** -59.70 ± 8.81** -59.75 ± 5.91** 

2) Up state standard 

deviation (mV) 
5.67 ± 1.38 5.46 ± 1.57 6.05 ± 0.88 

2) Up state standard 

deviation (mV) + DA 
4.74 ± 1.32 4.57 ± 1.55 5.05 ± 0.71 

3) Min voltage in the Up 

state (mV) 
-60.62 ± 6.92 -59.96 ± 8.22** -61.79 ± 3.70 

3) Min voltage in the Up 

state (mV) + DA 
-64.44 ± 7.51 -64.20 ± 8.28** -64.87 ± 6.25 

4) Max voltage in the Up 

state (mV) 
-44.96 ± 6.84*** -44.84 ± 8.18*** -45.19 ± 3.72** 

4) Max voltage in the Up 

state (mV) + DA 
-51.77 ± 8.36*** -52.15 ± 9.80*** -51.10 ± 5.24** 

5) Peak to peak in the Up 

state (mV) 
-22.19 ± 4.91 -21.44 ± 5.66 -23.53 ± 2.96 

5) Peak to peak in the Up 

state (mV) + DA 
-18.35 ± 4.93 -17.73 ± 5.83 -19.46 ± 2.59 

6) Max of Up state 

derivative (dmV/dt) 
0.69 ± 0.17 0.66 ± 0.20 0.76 ±0.08 

6) Max of Up state 

derivative (dmV/dt) + DA 
0.56 ± 0.16 0.54 ± 0.18 0.60 ± 0.09 

7)  Min of Up state 

derivative (dmV/dt) 
-0.56 ± 0.15 -0.54 ± 0.18 -0.59 ± 0.09 

7) Min of Up state 

derivative (dmV/dt) + DA 
-0.44 ± 0.12 -0.42 ± 0.14 -0.46 ± 0.10 

8) Number of peaks in the 

Up state (units) 
1.10 ± 0.08  1.10 ± 0.09 1.09 ± 0.08 

8) Number of peaks in the 

Up state (units) + DA 
1.10 ± 0.08 1.10 ± 0.08 1.09 ± 0.07 

9) Up state length (ms) 

 
395 ± 45.21 405 ± 47.79*  378 ± 36.09 

9) Up state length (ms) + 

DA 
401 ± 52.85  418 ± 51.19* 389 ± 53.03 

10)  Up state amplitude 

(mV) 
16.47 ± 3.97  16.84 ± 4.66 16.27 ± 2.45 

10) Up state amplitude 

(mV) + DA 
15.25 ± 4.42   15.43 ± 5.38 15.51 ± 1.97 

11) Down to Up transition 

slope (mV/ms) 
0.718 ± 0.23 0.695 ± 0.25 0.762 ± 0.19 

11) Down to Up transition 

slope (mV/ms) + DA 
0.611 ± 0.25 0.588 ± 0.29 0.653 ± 0.14 

12) Up to down transition 

slope (mV/s x 102) 
0.474 ± 0.23 0.462 ± 0.28 0.495 ± 0.10 

12) Up to down transition 

slope (mV/s x 102) + DA 
0.370 ± 0.23 0.363 ± 0.29 0.382 ± 0.65 

13) Slope transition ratio 

(arbitrary units) 
1.51 ± 0.34 1.50 ± 0.37 1.53 ± 0.31 

13) Slope transition ratio 

(arbitrary units) + DA 
1.65 ± 0.34 1.61 ± 0.36 1.70 ± 0.34 

 

Table 4. Characterization of the SWO in presence and absence of DA. All values display means ± 

standard deviation. Each feature was compared for significance with and without DA. * p<0.05, ** 

p<0.01, *** p<0.001. 
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4.6. Dopamine impact on sensory responses 

 

The main objective of this study was to understand whether DA could modulate tactile 

and visual sensory responses in DMS-MSNs. Moreover, we wondered its impact on the 

direct and indirect pathways. To that end, we recorded in vivo a set of  29 neurons (14 

direct and 15 indirect MSNs) from the D2-cre x ChR2 x DAT-cre mice injected as 

previously described (n= 12, Fig. 20d). To evoke sensory responses, we randomly 

launched contralateral tactile or visual stimuli (Fig. 26a) [see methods]. 30 ms prior to 

the sensory stimulation, DA was released by optogenetic stimulation in the axonal 

dopaminergic terminals of the DMS, as previously described. Simultaneously, we 

performed double LFP recordings in S1 and V1 to ensure and monitor the sensory 

responses evoked in their respective cortical areas (S1 and V1, Fig. 26a). Both tactile 

and visual responses occurred earlier in cortex than their respective striatal activation 

(Table 5-7), suggesting a sequential activation from cortex to striatum, in agreement 

with previous results53,218. In addition, evoked responses where similar in presence or 

absence of DA release (Table 5).  

 

 Onset delay 

 (ms) 

Peak delay 

(ms) 

Amplitude 

(µV) 

Slope 

 (µV/ms) 
 

Tactile responses 

evoked in S1 

 

12.75 ± 3.91 40.25 ± 5.12 521 ± 42.42 18.94 ± 5.52 

 

Tactile responses 

evoked in S1 + 

DA 

11.65 ± 3.73 43.19 ± 6.17 540 ± 40.69 17.13 ± 4.28 

 

Visual responses 

evoked in V1 

 

49.23 ± 10.87 95.26 ± 18.49 505 ± 45.41 11.67 ± 4.59 

 

Visual responses 

evoked in V1 + 

DA 

50.74 ± 11.97 97.65 ± 21.46 499 ± 50.23 10.21 ± 5.13 

 

Table 5. Mean values of tactile and visual evoked responses in S1 and V1 LFP recordings with or 

without DA release. All values are mean ± standard deviation. 

4.6.1. Dopamine release during tactile responses 

 

In the DLS region which receives the highest density of axons from S1, whisker 

responses are sharper and bigger compared with the ones recorded in the DMS53,62. 

Nevertheless, whisker stimulation also induces strong and fast responses in the DMS-

MSNs with the same onset delay than the dorsolateral ones53. Consistent with previous 

results, the average onset delay of our responses was 22.39 ± 3.72 ms (dMSNs = 23.05 

± 3.03 ms; iMSNs = 21.79 ± 2.29 ms) (Table 6). In addition, they displayed an average 
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peak delay of 95.96 ± 26.14 ms (dMSNs = 93.52 ± 26.62 ms; iMSNs = 98.22 ± 26.49 

ms), amplitude of 10.20 ± 5.72 mV (dMSNs = 8.79 ± 6.21 mV; iMSNs = 11.51 ± 5.09 

mV) and slope of 0.163 ± 0.126 mV/ms (dMSNs = 0.155 ± 0.149 mV/ms; iMSNs = 

0.171 ± 0.106 mV/ms) (Table 6).  

It has been reported that DA depletion in 6-OHDA mice impairs tactile responses in 

DLS direct MSNs, abolishing the differences between ipsi and contralateral whisker 

responses observed in healthy control animals62. Therefore, we wondered whether DA 

would modulate tactile responses in the DMS-MSNs. Nevertheless, when releasing DA 

prior to the tactile stimulation, neither direct nor indirect MSNs displayed any 

significant difference (Table 6, Fig. 26b, c). Therefore, we conclude that the release of 

DA has not impact on tactile responses of the DMS-MSNs. 

 

 Onset delay 

 (ms) 

Peak delay 

(ms) 

Amplitude 

(mV) 

Slope 

 (mV/ms) 
 

Direct MSNs 

 

23.05 ± 3.03 93.52 ± 26.62 8.79 ± 6.21 0.155 ± 0.149 

 

Direct MSNs + 

DA 

22.61 ± 4.25 94.58 ± 25.17 10.26 ± 7.35 0.182 ± 0.203 

 

Indirect MSNs 

 

21.79 ± 2.29 98.22 ± 26.49 11.51 ± 5.09 0.171 ± 0.106 

 

Indirect MSNs + 

DA 

21.32 ± 3.95 94. 53 ± 28.24 11.83 ± 5.41 0.188 ± 0.114 

 

Table 6. Mean values of tactile responses for direct and indirect MSNs with or without DA release.  

All values are mean ± standard deviation. n=29 (14 direct MSNs; 15 indirect MSNs). 

4.6.2. Dopaminergic modulation of visual responses 

 

In contrast with the DLS-MSNs, which only respond to tactile sensory inputs, the DMS-

MSNs integrate information from different modalities, where tactile responses precede 

visual ones by few tens of milliseconds53. In agreement with this, we observed that the 

average onset delay of the visual responses was 57.09 ± 12.47 ms (dMSNs = 59.47 ± 

11.69 ms; iMSN s= 54.87 ± 13.16 ms), being much slower than the tactile ones (Table 6 

and 7). Visual responses exhibited an average amplitude of 12.76 ± 6.12 mV (dMSNs = 

13.05 ± 6.71 mV; iMSNs = 12.55 ± 5.46 mV); peak delay of 123.80 ± 24.82 ms 

(dMSNs = 130.61 ± 25.24 ms; iMSNs = 120.44 ± 23.47 ms) and slope of 0.167 ± 0.085 

mV/ms (dMSN s= 0.189 ± 0.56 mV/ms; iMSNs= 0.143 ± 0.66 mV/ms). In addition, 

they displayed similar values between direct and indirect MSNs in control conditions 

(Table 7). However, when DA was released, the peak delay of the visual responses of 

the direct MSNs was reduced with respect to control conditions (control = 130.61 ± 

25.24 ms, DA = 122.71 ± 24.41 ms, p=0.0046) (Table 7, Fig. 26d). This reduction was 
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accompanied by a fastened slope from the Down to the Up state (control = 0.189 ± 0.56 

mV/ms, DA = 0.244 ± 0.16 mV/ms, p=0.04) (Table 7, Fig. 26d). The reduction in the 

peak delay together with the fastened slope strongly suggests that DA accelerates visual 

responses (Fig. 26b, d). Indirect MSNs did not show the same effect, their peak delays 

and slopes were similar before or after DA release (control peak delay = 120.44 ± 23.47 

ms, DA peak delay = 118.79 ± 22.55 ms, p=0.35; control slope = 0.143 ± 0.66 mV/ms, 

DA slope = 0.155 ± 0.54, p=0.63 mV/ms). These results indicate that DA has a different 

modulatory effect on direct and indirect MSNs visual responses. 

 

 Onset delay 

 (ms) 

Peak delay 

(ms) 

Amplitude 

(mV) 

Slope 

 (mV/ms) 
 

Direct MSNs 

 

59.47 ± 11.69 130.61 ± 25.24** 13.05 ± 6.71 0.189 ± 0.56* 

 

Direct MSNs + 

DA 

60.61 ± 11.63 122.71 ± 24.41** 12.97 ± 5.92 0.244 ± 0.16* 

 

Indirect MSNs 

 

54.87 ± 13.16 120.44 ± 23.47 12.55 ± 5.46 0.143 ± 0.66 

 

Indirect MSNs + 

DA 

56.62 ± 14.12 118.79 ± 22.55 13.72 ± 5.06 0.155 ± 0.54 

 

Table 7. Mean values of visual responses for direct and indirect MSNs with or without DA release.  

All values are mean ± standard deviation. n=29 (14 direct MSNs; 15 indirect MSNs). Asterisks indicate 

significant differences between direct and indirect MSNs + DA values. * p<0.05, ** p<0.01. 

4.6.3. Dopaminergic modulation of bimodal responses 

 

In control conditions, the simultaneous tactile and visual stimulation evokes a synaptic 

response in which two components are identified, with tactile inputs preceding visual 

ones by few tens of milliseconds53 (Table 6 and 7). Nevertheless, because DA modified 

the temporal integration of visual responses (Fig. 26d), we wondered whether DA could 

modify the bimodal integration. To that end, the previous whisker and visual stimuli 

were launched simultaneously. The recorded bimodal responses displayed an average 

onset delay of 22.76 ± 5.58 ms (dMSNs = 23.35 ± 4.83 ms; iMSNs = 22.21 ± 6.31 ms), 

a very similar value to the one exhibited by single tactile responses (Table 6 and 8), 

reflecting that the first component of the bimodal responses is induced by the whisker 

input, which presents the fastest responses. The mean amplitude of the bimodal 

responses in control was 13.40 ± 6.53 mV (dMSNs = 12.87 ± 6.04 mV; iMSNs = 14.04 

± 7.02 mV), with no differences between de direct and indirect pathways (Table 8) and 

similar to the single visual responses as well (Table 7). However, the amplitude of the 

direct MSNs increased ~25%, from 12.87 ± 6.04 mV to 16.02 ± 5.16 mV (p=0.003) 

when DA was released, whereas indirect MSNs were not affected (Table 8, Fig. 26b, e). 

Thus, DA increases bimodal responses selectively in direct MSNs.  
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How can this amplitude increase be explained? Prior to this study, Reig and Silberberg 

showed the temporal properties of visual and tactile integration in DMS-MSNs53. 

Authors reported that only when the onset or peak delay of visual and tactile responses 

were forced to occur simultaneously, the bimodal response amplitude increased (Fig. 

10), thus promoting the suitable time window for the synaptic integration between 

stimuli. Therefore, our results strongly suggest that the acceleration of the visual 

responses induced by DA (Fig. 26d) decreases the latency between visual and tactile 

responses. This must lengthen the time window that facilitates the synaptic summation 

between tactile and visual inputs, which is reflected by the amplitude increase of the 

bimodal responses.   

 

 Onset delay 

 (ms) 

Peak delay 

(ms) 

Amplitude 

(mV) 

Slope 

 (mV/ms) 
 

Direct MSNs 

 

23.35 ± 4.83 104.97 ± 22.40 12.87 ± 6.04** 0.400 ± 0.192 

 

Direct MSNs + 

DA 

23.46 ± 4.51 106. 46 ± 24.19 16.02 ± 5.16** 0.410 ± 0.272 

 

Indirect MSNs 

 

22.21 ± 6.31 97.55 ± 23.06 
14.04 ± 7.02 

 
0.343 ± 0.239 

 

Indirect MSNs + 

DA 

21.80 ± 5.97 97.95 ± 22.91 14.13 ± 5.57 0.313 ± 0.166 

 

Table 8. Mean values of bimodal responses for direct and indirect MSNs with or without DA 

release.  All values are mean ± standard deviation. n=29 (14 direct MSNs; 15 indirect MSNs). Asterisks 

indicate significant differences between direct and indirect MSNs + DA values. ** p<0.01. 

In summary, our results demonstrate that DA synchronizes the bimodal responses of the 

direct pathway MSNs in the DMS (Fig. 26b, e). This effect can be explained by the 

acceleration of the visual responses facilitated by DA, decreasing the delay difference 

between visual and tactile responses (Fig. 26b, d), which expands the feasible time 

window for synaptic integration. This optimization of synchronization is reflected by a 

clear increase of the bimodal sensory response amplitude (Fig. 26b, e). Overall, our 

results are revealing a new process in which the brain can integrate multisensory 

information through DA release in the striatal neurons. 

The next step was understanding the mechanism underlying this process, but previously 

we needed to address: Why did DA affect only visual responses whereas the tactile ones 

were unaffected? 
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Figure 26. Dopaminergic modulation of sensory responses in DMS. a, Example of an in vivo whole-

cell patch-clamp recording (black trace) with simultaneous LFPs in V1 and S1 (grey traces), while 

performing optogenetic, visual, tactile and bimodal stimulation randomly. b, Waveform averages of direct 

(green) and indirect (red) MSNs for the different sensory stimulations in presence (light colours) or 

absence of DA (dark colours). Vertical coloured line indicates the time of the sensory stimulation. c, d, e, 

Normalized averages of direct and indirect MSNs responses after DA release, for tactile (c), visual (d) 

and bimodal (e) stimulation. The normalization was done with respect to the average value presented in 

control conditions during the Down states for each neuron. * p<0.05, ** p<0.01.  

4.7. Type-specific cortical projection to the DMS 

 

Previous studies described that the DLS is densely innervated by axons from S131,454, 

while the DMS receives projections from both V1 and S1, although with less density 

from the last one53.To confirm the S1 and V1 projections to the dorsal striatum, we 

injected 8 C57BL/6J animals in S1 and V1 with BDA [see methods]. We observed clear 

differences in the axonal tracing of S1 and V1 towards the DMS and DLS (Fig. 27) 

when measuring the covered area by the cortical axonal projections [see methods]. DLS 

was densely innervated by axons from S1 (99 ± 4%), whereas was basically empty of 

projections from V1 (0.5 ± 0.3%) (p=0.026) (Fig. 27a-b). On the other hand, DMS 

received axons from both, S1 (56 ± 11%) and V1 (97 ± 11%) although with 

considerably less density of axons from S1 (p=0.028) (Fig. 27a, b). 

 

Figure 27. V1 and S1 projections towards the DLS and DMS. a, Representative image of the labelled 

projections from V1 (top) and S1 (bottom) towards the DLS (left) and the DMS (right). b, Quantification 

of the covered area by the labelled axons from V1 and S1 towards the DLS and DMS. 

Cortical pyramidal neurons projecting to the striatum are divided into two subtypes 

depending on the distribution of their axon collaterals when projecting subcortically: the 

corticostriatal pyramidal tract neurons (or PT neurons) and the corticostriatal 

intratelencephalic neurons (or IT neurons)182. IT neurons only project to ipsi and 

contralateral striatum and cortex181; whereas PT neurons project exclusively ipsilateral 

axons towards the brainsteam, leaving collaterals in the striatum182,186. Because we 
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observed that the DMS receives around half of the innervation from S1 axons when 

compared to the DLS (Fig. 27b), we then wondered whether both types of pyramidal 

neurons from V1 and S1 project to the DLS and DMS differently. To explore this 

hypothesis, we selectively infected PT and IT neurons in S1 and V1 injecting the cre 

dependent virus AAV2.EF1a.DIO.tdTomato.WPRE, in 8 Tlx3-cre and 8 OE25-cre mice 

[see methods] (Fig. 16). We used OE25-cre and Tlx3-cre mice lines, which express cre 

recombinase in PT and IT neurons, respectively, to ensure that only PT or IT neurons 

were targeted. Half of the mice of each line were injected in S1, while the rest were 

injected in V1 (n= 16).  

Our result shows that both IT and PT neurons sent axons to the DMS from V1 (Fig. 28a, 

left). However, whereas IT S1 neurons projected towards the DMS, PT projections from 

S1 were barely detectable (IT S1= 51.7 ± 21.7%, PT S1= 4.8 ± 2%; p=0.026) (Fig. 28a, 

right). Moreover, the covered area by PT S1 axons was always significantly and clearly 

lower when compared to the covered area by PT V1 axons (PT S1= 4.8 ± 2%, PT V1= 

34.8 ± 12.5%; p=0.028) (Fig. 28a, b). In addition, we observed that IT V1 axons 

covered a larger area when compared to PT V1 axons (IT V1 axons = 78.5 ± 4%, PT 

V1= 34.8 ± 12.5% p=0.028) (Fig. 28a, b). The near absence of PT S1 projections 

suggests that there is a type-specific corticostriatal projection from S1 to the DMS. We 

wondered whether this type-specific projection could be important when explaining 

why only visual responses are the ones affected by DA release. In this direction, a 

recent study indicates that only PT neurons make synapses with ChIs455, avoiding IT 

axons. Therefore, following these anatomical results, we hypothesize that visual but not 

tactile stimulation will activate ChIs.   
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4.8. Cholinergic modulation of sensory responses 

 

ChIs are critical regulators of the striatal microcircuits activity due to their large axonal 

fields115,116 and tonic discharge113. These interneurons inhibit the activity of MSNs by 

disynaptic inhibition115,116, activating different populations of interneurons127 as a result 

of a large volume of acetylcholine release. ChIs receive a massive dopaminergic 

innervation, inhibiting their activity in the dorsal striatum125,350. Nonetheless, its effect 

changes depending on their location: in the DLS, DA induces a brief temporal blockage 

(~200-500 ms) followed by a rebound of excitation; whereas in the DMS, DA blocks 

ChIs activity up to 1 s without any detected rebound of activity350 (Fig. 12). In addition, 

ChIs respond to tactile stimulation in the DLS53. Therefore, we were wondering whether 

they could modulate the sensory processing of MSNs in the DMS.  

Because ChIs comprise only 1-2% of the total striatal neurons, the probability of 

recording them during blind in vivo patch-clamp recordings in a deep brain region is 

very low. In any case, we recorded 3 ChIs in the DMS that could be clearly 

Figure 28. Selective targeting of PT and 

IT cortical neurons from V1 and S1 

towards the DMS. a, Representative 

image of the axonal coverage of the 

dorsomedial striatum when targeting IT 

(top) or PT neurons (bottom) in V1 (left) 

or S1 (right). Each image is accompanied 

by its schematic representation. b, 

Quantification of the covered area by PT 

and IT axons from V1 and S1. 
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distinguishable by their electrophysiological properties (Fig. 19), and we launched the 

visual and tactile stimulation while recording them (Fig. 29a). In these few cases, we 

observed that the visual stimulation increased their firing rate (Fig. 29c). Nevertheless, 

this was not happening in the case of tactile stimulation, where the firing rate of ChIs 

did not change (Fig. 29b).  

 

 

Figure 29. DMS-ChIs respond to visual stimulation. a, Example of a recorded in vivo cholinergic 

interneuron while performing visual and tactile stimuli. b-c, In coloured bars, PSTH of the firing rate after 

tactile (orange) and visual (blue) stimulation (Bin size = 35 ms). The dark coloured line represents the 

sensory stimulation (15 ms). Black line over the PSTH represents the waveform average of the same 

neuron. 

4.9. Visual input is synchronized by the PT-ChIs interaction 

 

Our results confirm that PT S1 axons barely project towards the DMS (Fig. 28). In 

addition, we know by previous reports that ChIs make synapses with cortical PT axons, 

whereas they avoid IT neurons axons455. This is consistent with our description, where 

we observe a firing rate increase in ChIs when responding to visual stimulation, but not 

to the tactile one (Fig. 29b, c). Taking all this information together, we propose a model 

to explain why visual inputs are specifically modulated by DA release (Fig. 30). In 

control conditions, PT V1 axons activate ChIs, whereas the absence of PT S1 

projections makes impossible for the tactile inputs to activate ChIs in the DMS. ChIs, 
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which are tonically active113, will then inhibit direct and indirect MSNs by disynaptic 

inhibition115,116 (Fig. 30a). When DA is released it will inhibit ChIs, mediated by their 

D2DRs activation115,125,342,350, resulting in the disinhibition of MSNs (Fig. 30b). Due to 

this disinhibition, visual responses are “unbraked”, accelerating their responses by 

increasing their slopes and decreasing their peak delays (Fig. 26). Therefore, during 

bimodal stimulation, the delay difference between visual and tactile responses 

decreases, facilitating the synaptic summation of tactile and visual inputs, which 

increases the synchronization between inputs from different modalities (Fig. 26). 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 30. Visual input is synchronized by the PT-ChIs interaction. a-b, Schematic representation of 

the corticostriatal interactions in control conditions (a) and when DA is released (b) in the DMS. Note 

that the disynaptic inhibition from ChIs towards direct and indirect MSNs is supressed when DA is 

released, thus promoting the visual input in the direct pathway MSNs. 

In this model there is another essential point to address, as our results show an increase 

of synchronization facilitated by DA impacting only on direct pathway MSNs; whereas 

indirect MSNs remain unaffected. Previous studies have described the implication of 

the dichotomous expression of D1- and D2DRs in MSNs, establishing that DA 

modulates differently the intrinsic excitability and synaptic transmission on direct and 

indirect MSNs. It is known that the activation of D1DRs in direct MSNs increases the 

excitability of the cells, boosting the glutamatergic excitatory transmission24. In 

contrast, activating D2DRs in indirect MSNs results in a reduction of the cells 

excitability and responsiveness456 [for more details see Introduction, section 1.4.3]. 

Considering this information, the release of DA would inhibit ChIs through the 

activation of their D2DRs, but also indirect MSNs. On the other hand, it would make 
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direct MSNs more predisposed to respond to sensory stimuli, increasing their 

excitability by the activation of D1DRs (Fig. 30b). In conclusion, the desinhibition of 

visual inputs together with the excitability increase mediated by the D1DRs activation 

can explain why DA synchronizes bimodal information in the direct pathway MSNs. 

4.10. Local drug delivery during in vivo whole-cell recordings 

 

During the completion of this thesis, I also contributed to the work entitled: “A New 

Micro-holder Device for Local Drug Delivery during In Vivo Whole-cell Recordings” 
57, included in the annex section. 

Along this study, we have explored how DA affects visual and tactile inputs. In order to 

release DA, we optogenetically stimulated the dopaminergic terminals directly in the 

DMS. This approach eliminates problems from other methods such as the unspecificity 

of the electrical stimulation. However, one of the main complexities of this work is the 

dichotomous expression of D1 and D2 dopaminergic receptors, which modulate 

differently direct and indirect MSNs, as we have observed. One possible solution to 

dissect the direct and indirect MSNs roles would be to specifically activate or block the 

different types of dopaminergic receptors. Moreover, other DA receptors are expressed 

in striatal interneurons, such as D5 in ChIs2,115, which its function in vivo remains 

unknown. For years, in vitro experiments in brain slices have combined 

electrophysiological recordings with a controlled drug application, either globally via 

bath application or locally via methods such as aided puffing or uncaging of 

pharmacological agents457–459. Nevertheless, the combination of local drug delivery with 

in vivo patch-clamp recordings in deep brain structures such as the striatum has specific 

challenges. For instance, the possible drug leakage into neighbouring brain areas or the 

mechanical stability needed in this kind of recordings. In order to overcome these 

challenges, we developed the “micro-holder”, a new tool which when mounted onto the 

recording pipette, enables the local and stable application of any pharmacological agent 

during in vivo whole-cell recordings in deep brain structures. With the development of 

the micro-holder, we will be able to perform pharmacological experiments to locally 

release agonists or antagonists of the different dopaminergic receptors while MSNs are 

identified and recorded using optopatch-clamp recordings. 

 

The micro-holder is a 12.85 x 5.95 x 4.12 mm box-shaped construct made of 

polypropylene with 2 screws to secure the recording and delivery pipettes at a 

convenient position (Fig. 31A-C). This construct is perforated in two sites: the 

recording pipette hole, perpendicular to the body holder; and the delivery pipette hole, 

with a 12 degrees angle (Fig. 31C, D). Both holes have a 1.7 mm diameter and they are 

separated by 4.62 mm and 3.35 mm in the top and bottom holder, respectively. To 

demonstrate the reliability of the micro-holder to deliver a drug locally to the recording 

site, we performed two experimental approaches. 
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Figure 31. Micro-holder characteristics. (A) Length of the main piece of the construct and screws. (B) 

Total length of the micro-holder when mounted and pipette holes distance from the top of the holder 

(top). Width of the main piece of the construct with no screws and pipette holes diameter and distance 

from the bottom of the holder (bottom). (C) Angles between pipette holes and the screws and both 

insertion pipette holes (top). Height of the main piece of the construct with no screws (bottom). (D) 

Recording and delivery pipettes mounted onto the micro-holder. Notice the 12° angle between them. (E) 

Distance between the pipettes with higher magnification. All measures are in millimetres. 

 

In order to test the use of the micro-holder in the striatum, we delivered TTX —a Na+ 

channel blocker—, during in vivo patch-clamp recordings in the striatum with 

simultaneous LFP recordings in S1 and M1. When TTX was delivered, the action 

potentials were blocked and the Down to Up transitions were nearly abolished in the 

recorded MSNs (Fig. 32Ab, Bb). Importantly, no change in the LFP cortical activity 

was observed following TTX application (Fig. 32C-E). Afterwards, in 3 of the recorded 

MSNs, TTX was cleared from the tissue, as they recovered their action potentials and 

state transitions (Fig. 32Ac, Bc, E). 
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Figure 32. Focal delivery of 10 µM TTX in the striatum. (A) Example of an in vivo whole-cell patch-

clamp recording from a striatal MSN (black trace) and simultaneous LFP recordings in S1 (red trace) and 

M1 (green trace) during SWO in control conditions (Aa, left), following the application of 10 µM TTX 

(Ab, middle) and after washout (Ac, right). (B) All-point-histogram of the MSN membrane potential 

(black) and cortical autocorrelograms (S1, red; M1, green) for the same conditions in A. (C) Frequency of 

the Down to Up state transitions under control conditions (ctrl) and in presence of TTX in a whole-cell 

recorded MSNs (black) and cortical LFP in S1 (red) and M1 (green). (D) Amplitude of the Down to Up 

state transition when TTX was delivered normalized to control conditions for MSN (black), S1 (red) and 

M1 (green). (E) Waveform averages of the Up states recorded in MSN (black trace), S1 (red trace) and 

M1 (red trace) under control conditions (left), after delivery of TTX (middle) and after washout (right). 

(F) Coronal section showing the local spread of BDA in the striatum with no cortex staining. 

Moreover, we delivered BMI —a GABAA receptor antagonist—, to layer 5 of S1 while 

performing in vivo patch-clamp recordings with simultaneous LFP recordings in S1 and 

M1. In in vitro active slices it has been reported that the application of low 

concentrations of BMI increased the slope of the Down to Up states transitions of 

cortical neurons460. Consistent with this, the upward state transition slopes were 

accelerated when delivering BMI 200 µM with the micro-holder pipette (Fig. 33A-C). 

Importantly, the Down to Up transitions in the LFP recordings only showed a slight 

change when BMI was applied (Fig. 33C, D), most probably due to the high 

interconnectivity between cortical areas. In addition, the duration of the Down states 

increased significantly in the intracellular recording when BMI was applied, whereas 

the duration of the Up states decreased (Fig. 33G). Recorded neurons also increased 

their firing rate and Up state amplitude after BMI application (Fig. 33E, F). Importantly, 
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the application of BMI did not change any of these parameters in the LFP recordings 

(Fig. 33G).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 33. Focal delivery of 200 µM BMI in the somatosensory cortex. (A) Histogram of action 

potentials (blue) extracted from the in vivo whole-cell patch-clamp recording of the spontaneous activity 

of a cortical pyramidal neuron located in layer 5 (black trace), LFPs in S1 (red) and M1 (green) when 

delivering 200 µM of BMI (light blue shade). Notice the modulation in the whole-cell recorded 

spontaneous activity (black trace) and the lack of effect in the simultaneous S1 and M1 recorded LFPs. 

(B) Waveform averages of the membrane potential whole-cell recorded neuron in A before (top) and after 

(bottom) BMI application. Upward transition slopes (dashed blue line) were calculated by fitting a linear 

regression. (C) Upward transition slope values plotted over 400 s for the recordings in A. Light blue line 

indicated BMI application. (D) Average of the upward transition slopes normalized to control values. (E, 

F) Firing rate and Up state amplitude of whole-cell recordings respectively under control conditions and 

following BMI application. (G) Average of the Up state duration for the whole-cell and LFP recordings. 

(H) Coronal section showing the local spread of BMI in S1. Histogram bin size = 100 ms. * p < 0.05, *** 

p < 0.001, Mann–Whitney’s U test. 
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In summary, these results show that the micro-holder enables the precise and local drug 

application during in vivo whole-cell patch-clamp recordings. In both approaches, the 

delivery was efficient and limited. Future studies with the micro-holder will be 

performed to dissect the specific roles of dopaminergic receptors in MSNs. 
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5. DISCUSSION 

 

How the brain creates an integrated and comprehensible representation of the external 

world to therefore produce adequate behaviours is one of the most impressive features 

of the nervous system. A pivotal process underlying it is the multimodal sensory 

integration of a variety of stimuli, such as the mechanism described in this work. 

Multisensory integration has an important impact on perception and has been related to 

several functions such as emotional processing398,399, language400,401, sensory 

awareness402 and time perception403 among others404. Nevertheless, the biological 

mechanism behind this process remains unknown. Deficits in multisensory integration 

have been documented in patients suffering from schizophrenia and disorders from the 

autism spectrum among others405. Importantly, in motor-related diseases such as 

Parkinson’s disease (PD), sensory impairment induces deficits in the detection and 

discrimination of sensory cues407 and impaired detection of paired visual, tactile and 

auditory stimuli among others409. Interestingly, the use of sensory cues ameliorates and 

facilitates the motor problems of PD361–363, which suggests that sensory stimuli must 

have an important role regarding the striatal function. Moreover, it has been reported 

that the administration of dopaminergic drugs improves sensory problems in PD 

patients409,410, which links DA with sensory gain modulation deficits411. The unraveling 

of a new mechanism explaining how the brain synchronizes sensory information will 

help to understand perception and diseases such as PD, schizophrenia or ADHD, all of 

them related with malfunctions of the DMS. 

In this work we used in vivo whole-cell patch-clamp recordings to study the impact of 

DA on the sensory processing and spontaneous activity of MSNs from the DMS. We 

have observed that DA affects the spontaneous activity of direct and indirect MSNs, 

changing both the slow and fast oscillatory activity. We have noticed a modulation of 

the Up states of the SWO and a robust decrease of the theta-, beta-, and gamma-band 

energy in the presence of DA. When processing visual and tactile information, DA 

modulates these inputs differently, accelerating visual responses whereas not affecting 

tactile ones in direct pathway MSNs. Our main result demonstrates that DA 

synchronizes the sensory information of direct pathway MSNs, boosting the 

synchronization between inputs from different modalities. In summary, our results 

reveal a new mechanism for the integration of multimodal sensory information in the 

brain. 

5.1. Dopamine facilitates sensory synchronization in direct MSNs of the DMS 

 

In control conditions, tactile inputs precede the visual ones by tens of milliseconds 

(Table 6, 7). The longer latencies of visual responses are mainly attributed to retinal 

processing391. This causes that the simultaneous trigger of visual and tactile inputs does 

not generate a bigger response when compared to the independent tactile and visual 

stimulation (Table 6-8). Several years ago, Reig and Silberberg studied the temporal 

properties of these inputs, and determined that only when the onset or peak delay of 
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visual and tactile responses were artificially forced to occur simultaneously, the bimodal 

response amplitude increased (Fig. 10). In this study we have observed that this process 

occurs after DA release, which accelerates visual responses, decreasing the delay 

difference between visual and tactile inputs (Fig. 26d), resulting in the lengthening of 

the window that enables the synaptic integration between sensory modalities. This was 

reflected by the increase of the amplitude of the bimodal responses. Therefore, we 

proposed that DA is facilitating the bimodal sensory synchronization in direct pathway 

MSNs. 

 

But how is DA facilitating this synaptic summation? One of the critical regulators of the 

striatal microcircuits are cholinergic interneurons (ChIs). They inhibit MSNs activity by 

disynaptic inhibition115,116, activating different types of interneurons127. In addition, they 

receive a large synaptic input from dopaminergic neurons which inhibit their activity 

through their D2DRs expression115,125,342,350. However, dopaminergic neurons have 

different functions depending on the striatal region they target251,340 causing differences 

in the strength of the signal. In the DMS, DA release inhibits ChIs firing during 

approximately 1 second350 (Fig. 12). This inhibition results in the disinhibition of 

MSNs, which are normally inhibited by the tonic activity of ChIs. Therefore, our 

hypothesis considers that visual inputs are “unbraked”, accelerating their responses by 

decreasing their peak delays and increasing their slopes when DA is released, 

facilitating the synaptic summation of tactile and visual inputs. 

 

There are two possible mechanisms that could explain this synchronization. The first 

one is through the pre-synaptic control of DA release and the second one is through 

post-synaptic mechanisms. As previously mentioned, D1- and D2DRs are located pre- 

and post-synaptically in the striatum. However, the existence of pre-synaptic D1- and 

D2DRs functioning as heteroreceptors in the striatum is controversial and not 

conclusive287,289,290. It has been indeed reported that both types can function pre-

synaptically as autoreceptors in the striatum289,298. Nevertheless, when they function as 

autoreceptors, they modulate and regulate DA release, but they do not mediate G-

protein dependent and independent signalling post-synaptically. In addition, there are 

several other evidences supporting a post-synaptic mechanism. It has been largely 

observed that both D1- and D2DRs function as post-synaptic receptors in the 

striatum287,298. It could be, however, that these receptors were expressed pre-

synaptically in the pyramidal neurons of the cortex and exert their modulation when 

projecting towards the striatum. For both D1- and D2DRs it has been documented that 

they are not highly expressed on the cerebral cortex, reducing their presence to 

prefrontal, enthorinal  and cingulate areas285,295,296,461. Importantly, no D1- or D2DRs 

expression has been observed in S1 or V1296. Finally, in the hypothetical case in which 

these receptors were expressed pre-synaptically in S1 and V1 axon terminals projecting 

towards the DMS, a similar modulation of tactile and visual inputs would be expected. 

Nevertheless, the dopaminergic modulation is occurring only for the visual inputs. 

Thus, all these evidences strongly suggest that the mechanism underlying the bimodal 

synchronization must be occurring trough post-synaptic machinery. 
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Beyond the activation of dopamine receptors, two essential questions emerge to explain 

our observed synchronization: 1) Why is DA affecting the visual but not the tactile 

responses? 2) Why is this increased synchronization occurring only in the direct 

pathway MSNs? 

5.2. Type-specific S1 corticostriatal projection towards the DMS 

 

Quite a number of cortical areas send inputs towards the striatum, causing a great 

overlapping of corticostriatal projections31,43,44,454. Nevertheless, cortical axons from 

some sensory areas differ when sending projections to the DLS and DMS31,454 and 

transmit different sensory modalities like tactile, auditory or visual244. When studying 

the corticostriatal connectivity of S1 and V1, we confirmed that the DLS is densely 

innervated by projections from S131,53,454; whereas the DMS is receiving projections 

from V1 as well as from S1, although the last one with a lower density of axons53 (Fig. 

27). These corticostriatal connections make DMS-MSNs able to process visual and 

tactile inputs.  

Cortical neurons projecting to the striatum are divided into intratelencephalic (IT) or 

pyramidal (PT) tract neurons depending on their subcortical targets182. In this work we 

observed that the DMS received around half of the innervation of S1 axons when 

compared to the DLS (Fig. 27b). Therefore, we wondered whether both types of cortical 

neurons from V1 and S1 projected to the DLS and DMS differently. This matter was 

previously addressed by Hooks et al., 2018, who observed that corticostriatal PT and IT 

projections from S1 tended to target the same striatal region44. Nevertheless, this study 

only focused on the dorsal and ventral striatum, ignoring the possible differences 

between DLS and DMS. When studying the specific PT and IT corticostriatal 

connectivity of S1 and V1 towards the DMS, we observed the near absence of PT S1 

projections; which suggests a type-specific corticostriatal projection from S1 towards 

the DMS (Fig. 28). 

The reason why this type-specific corticostriatal projection exists can be explained 

based on how PT and IT cortical populations project towards their cortical and 

subcortical targets. As previously described, IT neurons project only to the contralateral 

cortex as well as to the ipsi- and contralateral striatum from some specific cortical areas 

such as the frontal ones44,70,218; whereas PT neurons project exclusively ipsilaterally 

towards the brainsteam and the thalamus44,182 leaving collaterals in the striatum on their 

way. Therefore, a large number of IT neurons from S1 and V1 will project towards the 

contralateral hemisphere through the corpus callosum, leaving quite a number of 

projections in the DMS. Contrary to this, as PT S1 neurons only project ipsilaterally 

targeting the DLS, they will leave a very few number of axons in the DMS when 

projecting straight towards the brainsteam (Fig. 28).      

In addition, during the anatomical tracing study we also observed that IT V1 

corticostriatal axon projections covered a larger area compared to PT V1 neurons when 
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projecting towards the DMS (Fig. 28). As mentioned previously, there are studies which 

support the idea that there is a scarcer number of PT neurons187,188. In addition, PT cells 

are less extensive and elaborate than IT neurons44 (Fig. 8), which in the end could make 

PT axons cover a lower striatal area due to their less complex arborisation. Moreover, as 

mentioned in the previous paragraph, the way PT and IT neurons project towards their 

subcortical targets will also determine the number of axons they leave in the striatum, 

leaving a higher number when IT V1 axons project towards the contralateral cortex 

through the corpus callosum. 

5.3. Direct MSNs disinhibition accelerates visual responses in the DMS 

 

It has been reported that ChIs in the DLS respond to tactile stimulation53. Nevertheless, 

in our study we have observed that DMS-ChIs do not increase their firing rate when 

receiving tactile inputs (Fig. 29b); whereas we have detected a firing rate increase 

caused by visual stimulation (Fig. 29c). We know by a recent study that PT neurons are 

the only ones making synaptic contacts with ChIs455. The absence of PT projections 

from S1 towards the DMS explains why DMS-ChIs increase their firing rate when 

receiving visual but not tactile inputs.  

In our functional model, we hypothesize that in control conditions, PT V1 axons will 

activate DMS-MSNs and ChIs (Fig. 30a). This will make MSNs respond to the visual 

input, but they will be partially disynaptically inhibited by ChIs which are tonically 

active113. Importantly, the described type-specific corticostriatal projection will 

synchronize only the visual input through the PT-ChIs interaction. In addition, the 

implications of the dopaminergic modulation of neurons expressing D1- and D2DRs 

have been already addressed throughout this work. The activation of D1DRs in direct 

MSNs increases their excitability, boosting the excitatory synapsis24. On the other hand, 

the activation of D2DRs in indirect MSNs and ChIs results in a reduction of the cells 

excitability and responsiveness456. Therefore, when DA is released, it inhibits ChIs and 

indirect MSNs by their D2DRs activation115,125,342,350; whereas it increases the 

excitability of direct MSNs through their D1DRs activation24, causing direct MSNs to 

be more predisposed to respond to sensory stimuli (Fig. 30b). As previously mentioned, 

MSNs disinhibition will last around 1 second350, and together with their increased 

excitability, will unbrake visual inputs in direct MSNs, accelerating their responses by 

decreasing and accelerating their peak delays and slopes, respectively (Fig. 26d). This 

will decrease the delay difference between visual and tactile responses during the 

bimodal stimulation, facilitating the synaptic summation between visual and tactile 

inputs only in direct MSNs (Fig. 26e).  

Although visual inputs are synchronized in both MSNs subpopulations due to the 

existence of a PT V1 corticostriatal projection towards the DMS, no dopaminergic 

modulation was observed on indirect MSNs (Fig. 26). The activation of D2DRs after 

DA release would result in a reduction of responsiveness of indirect MSNs. Therefore, a 

negative modulation would be expected. Nevertheless, we could not observe any 

modulation at all. In our functional model, once DA is released, ChIs and indirect 
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MSNs are inhibited. However, the resulting indirect MSNs disinhibition by ChIs could 

balance the dopaminergic inhibition, yielding very similar responses to control 

conditions, acting as a compensatory feedback. It has been reported that the co-

activation of both MSNs pathways is important for several processes such as action 

selection and action initiation104. Therefore, this mechanism may need the normal 

responsiveness of indirect MSNs, for instance to inhibit competing motor programs. 

Future studies regarding this hypothesis will have to be addressed. 

5.4. Sensory processing of tactile and visual stimuli during the SWO cycle 

 

During sleep, anaesthesia and resting wakefulness, the brain is dominated by 

synchronous activity called slow wave oscillations (SWO)48,49,436. This SWO originates 

in the cortex51 and propagates to other brain regions such as the striatum53–56. This bi-

stable state is composed of intermingled periods of activity (Up states) and silence 

(Down states)58; and is able to modulate the synaptic transmission436,462 and sensory 

processing53,436,437,463,464 of neurons. Previous studies in the DLS have reported that 

whisker stimulation during the Down states triggers reliable and robust sensory 

responses with higher amplitudes than the ones triggered during the Up states53,62. 

Consistent with these results, the amplitude of our responses was very small or zero 

when occurring during the Up states (Fig. 22a). In addition, we observed a significant 

negative lineal voltage-dependent relationship between the amplitude of the sensory 

responses and the membrane potential of the MSNs. The more hyperpolarized the 

membrane potential was (corresponding to the Down state), the largest amplitudes were 

exhibited (Fig. 22b). 

There are several opposite factors underlying this phenomenon. During Down states or 

at resting membrane potential, MSNs are dominated by inwardly rectifying K+ channels 

(Kir2), which are closed at depolarized membrane potentials or during Up states. 

Changes in the Kir2 channels state modify the input resistance of MSNs, which 

increases during Up states66 (Table 3) and enhances their excitability as a 

consequence69. Therefore, based on this property, it would be expected that Up states 

facilitate the integration of synaptic inputs. In addition, the striatum receives activity 

from cortical neurons that discharge during the Up states of the SWO. Then, why are 

the responses smaller during the Up states? Different mechanisms could explain it. 

When the membrane potential of the neuron depolarizes to reach the Up state, it is 

closer to the excitatory reversal potential, which causes a lower driving force for Ca+2 

and Na+ ions to enter the neuron. Besides, when this happens, there is a major increase 

of the K+ currents which are dependent on Ca+2 and Na+
, which in case of the MSNs 

strongly control their activity when they are close to the action potential threshold54,66. 

Furthermore, the sensory evoked excitation of striatal neurons is accompanied by 

inhibition465, which originates from striatal interneurons and MSNs collaterals148,466. In 

the DLS,  it has been reported that the excitatory responses are followed a few 

milliseconds later by a proportional inhibition53. Therefore, the inhibitory synaptic 
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component of the sensory responses may be enhanced during the Up states, which are as 

well, triggered by synaptic excitation.  

 

Several cortical studies have investigated how the SWO can affect cellular 

responsiveness and sensory transmission436,467,468. They described that the effect of the 

network state results in gain modulation of the arriving synaptic inputs, enhancing the 

small ones and attenuating very large ones467. In addition, they reported a relationship 

between the amplitude of the sensory responses during the Down states and their degree 

of enhancement during Up states, with responses with lesser amplitudes enhanced at a 

greater extent436. In our results, bimodal responses exhibited by direct MSNs are 

enhanced, increasing their amplitudes when DA is released (Fig. 26e, Table 8). When 

exploring our data, we observed the existence of direct MSNs presenting bimodal 

responses with very large amplitudes during the Down states. This made us wonder if 

the cells displaying these responses would be enhanced by DA similarly to the ones 

exhibiting smaller responses. We observed that direct MSNs which had smaller bimodal 

amplitudes presented a greater enhancement compared to the ones that showed larger 

amplitudes (Fig. 34). These results suggest that when bimodal responses exhibit large 

amplitudes during the Down states in control conditions, the enhancement that DA can 

exert over them is lower. This is probably due to diverse mechanisms already discussed 

in the previous paragraph, including a lower driving force for Ca+2 and Na+ ions, a 

major increase of the Ca+2- and Na+-activated K+ currents and an enhanced inhibitory 

synaptic recruitment during the Up states. This could attenuate the enhancement effect 

that DA exerts onto the smaller responses. Therefore, the amplitude increase produced 

by DA presented in this study, which corresponds to a ~25%, could be underestimated.  

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 34. Dopamine enhancement of 

sensory bimodal responses. Raster plot 

showing the relationship between the 

amplitude of bimodal responses of direct 

MSNs during the Down states in control 

conditions and in presence of DA. Each 

dot represents the bimodal response 

amplitude of single direct MSNs. Notice 

that the amplitude of cellular responses 

increases when DA is released for the 

smaller responses (blue dashed line), 

whereas does not change for larger 

responses (red dashed line). Black line is 

added to illustrate the changes mediated by 

DA. 

 



133 
 

5.5. Dopaminergic modulation of MSNs spontaneous activity in the DMS 

 

It has been reported that MSNs of the DLS recorded in DA depleted mice exhibit a 

reduction of the SWO frequency cycle related to a prolongation of the Down states62. 

Our results indicate that DA does not affect the frequency of the SWO cycle. 

Interestingly, we do observe a significant elongation of the Up states duration in 

presence of DA only in direct MSNs (Fig. 25c). As previously mentioned, MSNs 

express a variety of conductances such as voltage-sensitive Ca+2 channels, whose 

properties can be modulated during the state transitions from the Down towards the Up 

state and viceversa73. It is known that synaptic Ca+2 signals in the Down state are 

dominated by Ca+2-permeable AMPARs and KARs2,66. Nonetheless, the membrane 

voltage depolarization that occurs during state transition switches the dominant source 

of Ca+2 to NMDA receptors78; who also contribute to maintain the Up states79–81. In 

addition, the dopaminergic activation of D1DRs decreases somatic K+ currents311–313, 

which potentiate Up state transitions. Therefore, when DA is released, D1DRs are 

activated in direct MSNs, which will lead to the activation of PKA and to the 

phosphorylation of a variety of intracellular targets291, rapidly activating AMPARs and 

potentiating transitions towards the Up state. Once there, the increased activity of 

NMDARs79–81 by the D1DRs activation can contribute to maintain the Up states. 

Therefore, we suggest that the observed Up state elongation may be mediated through 

Ca+2 voltage dependent channels. 

Studies in PD patients have widely reported an exaggerated beta-band (10-20 Hz) 

synchronized oscillation of the STN and GPe populations345,364–367, which is usually 

taken as a sign of DA depletion. This aberrant oscillatory activity is normally reduced 

by L-DOPA administration –a metabolic precursor of DA–, in the STN and GPe of PD 

patients364,365,367,451,452. Therefore, as the precursor of DA reduces the beta-band 

exaggerated oscillatory activity, it is expected that the power of the beta-band will also 

be reduced by DA release. But, surprisingly, we found that the decrease in the beta-band 

energy was also followed by the reduction of the theta- and gamma-bands energy in 

healthy mice (Fig. 25d). This was not occurring during the control experiments, where 

the stimulation was carried out using a viral construct not expressing any opsin, 

ensuring that this decrease was related to DA. Perhaps the beta-band energy decrease 

following L-DOPA administration is more obvious than theta- and gamma-bands 

energy diminution due to the exaggerated increase of this specific frequency band in PD 

patients. In this work we have demonstrated a general energy decrease of the high 

frequency oscillatory components mediated by DA release (Fig. 25d). 

In addition, in this study we observed a modulation of the Up state voltage values when 

DA was released (Fig. 25b), which came accompanied by a slight reduction in the Up 

state amplitude. This is consistent with the energy reduction of theta-, beta- and gamma-

bands. Therefore, the small changes observed over the Up states are reflecting the 

decline of the high frequency oscillatory components. 
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5.6. The optogenetic activation of dopaminergic terminals releases DA in the 

DMS 

 

Different methods can be used to induce DA release onto the striatum, including the 

electric or optogenetic activation of SNc dopaminergic neurons. Electrical stimulation 

directly in the SNc is a reliable way of releasing DA469, but in turn, is an unspecific 

method which activates all the neuronal types projecting to the striatum as well as other 

neighbouring areas such as the SNr which can affect the final outcome. On the other 

hand, the direct optogenetic activation of dopaminergic cells from the SNc has been 

proved to be more selective due to the use of viral constructs and transgenic animals470. 

Nevertheless, the optogenetic stimulation of cells directly in the SNc results in a release 

of DA not only in the DMS, but also in other striatal subregions such as the DLS or 

NAc. In addition, in mice, the SNc and SNr are two small nuclei localized very close to 

each other. The optogenetic activation of the SNc could therefore activate the 

dopaminergic cells located in the SNr projecting to frontal cortical areas2,135,245, which 

could mask our results. In order to understand the specific impact of DA onto DMS-

MSNs, we decided to activate the striatal dopaminergic terminals directly in the DMS. 

As previously reported, the activation of striatal dopaminergic terminals results in the 

release of DA471.  Nevertheless, we first needed to check the reliability of our designed 

optogenetic stimulation paradigm. 

To do so, we performed fiber photometry experiments using dLight1 (Fig. 23), a 

recently developed423 intensity-based genetically encoded DA sensor which enables the 

optical recording of DA dynamics allowing the detection of extracellular DA. When 

optogenetically activating the DMS dopaminergic terminals, we observed a reliable 

release of DA in the DMS (Fig. 23c, d). This release was not occurring when carrying 

out the same experiment in control conditions, using a viral construct not expressing 

any opsin (Fig. 23c, d). This data confirmed that our optogenetic stimulation was indeed 

releasing DA. Interestingly, we detected a higher release of DA when activating the 

dopaminergic cells directly in the SNc (Fig. 23d). The higher expression of the viral 

construct containing the opsin in the cell soma would explain a larger neurotransmitter 

release when compared to the stimulation of the axonal terminals. The cell soma 

stimulation could also induce a faster release of DA; nevertheless, in both cases the 

onset and peak delay of DA release were similar between stimulations. This suggests 

that the direct activation of the cell soma produces a larger but not a faster 

neurotransmitter release. 

5.7. Dopamine does not co-release GABA or glutamate in the DMS 

 

Different studies have described that dopaminergic neurons can co-release various 

neurotransmitters, such as GABA472 or glutamate473. Several years ago, an in vitro study 

reported that the activation of dopaminergic terminals rapidly inhibited the action 

potentials in both direct and indirect MSNs from the dorsal striatum471. This inhibition 

was occurring through the vesicular release of GABA requiring the vesicular 
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monoamine transporter VMAT2471, which is the vesicular transporter for DA. Posterior 

reports have found that this GABA co-release displays a new synthesis pathway 

independent from the conventional GABA-synthesizing enzymes GAD65 and 

GAD67443. In more recent studies, different approaches have confirmed that midbrain 

DA neurons co-release glutamate and/or GABA in the striatum243,441–444. Nevertheless, 

in this work we did not induce any direct excitation (EPSPs) or inhibition (IPSPs) on 

MSNs when DA was released (Fig. 24). Therefore, we did not observe any 

neurotransmitter co-release, not even when dopaminergic neurons were directly 

activated in the SNc with electrical stimulation (Fig. 35). 

 

Figure 35. Electric stimulation of the SNc. Left: Example traces of in vivo whole-cell recordings of a 

dorsomedial MSN while activating dopaminergic neurons by electrical stimulation in the SNc at different 

membrane potentials. Right: Waveform averages of the same example MSNs at different membrane 

potentials. Grey lines represent the electrical stimulation.  

Recently, it has been shown that glutamate co-release is dependent of the striatal 

location: it has been strongly reported in the NAc474, less powerful in the 

DLS243,443,444,471 and mainly absent in the DMS471,474; explaining its absence in our 

experiments. In addition, GABA co-release has always been studied disregarding the 

functional differences of the DLS and DMS subregions; approaching the dorsal striatum 

as a homogeneous region. Therefore, it is not clear if GABA co-release occurs similarly 

in both DLS and DMS. It seems that most dopaminergic neurons are capable of co-

releasing GABA443,475, although the studies which support this idea seem to have been 

performed in the more lateral regions of the dorsal striatum. In addition, the evoked 

GABA IPSPs amplitude decays rapidly when repeated stimulations are performed476. 

Lately, it has been documented that DA neurons engage distinct receptors in diverse 

postsynaptic neurons depending on the dorsal striatal subregion to convey striking 

different signals350. This results in DA release exhibiting changes depending on the 

dorsal striatal region, causing variations in the dopaminergic strength signal350. Taking 



136 
 

this information and our results together, it seems that GABA co-release could not be as 

strong as observed in both striatal regions, exerting a more powerful effect in the DLS. 

Thus, glutamate co-release towards the MSNs is extended from the NAc towards the 

DLS, but not to the DMS243. Future studies will have to focus on this matter and study 

GABA co-release independently in the DLS and DMS. 

Furthermore, other factors could be playing an important role in how GABA is co-

released. For instance, the different experimental conditions: namely, in vitro vs. in vivo 

recordings. Numerous valuable conclusions have been extracted from in vitro slices; 

nevertheless, in most cases, cutting the tissue results in a changed environment with a 

different neurotransmitter concentration as well as the lack of the whole input system 

that could be affecting the final outcome. As mentioned in the previous paragraph, co-

released GABA IPSPs amplitude decays rapidly when repeated stimulations are 

performed. This could imply that the typical absence of spontaneous activity of in vitro 

preparations could maintain higher levels of GABA in the dopaminergic terminals, but 

once they are activated, they release GABA until there is no more left. On the other 

hand, in vivo experiments have shown that DA neurons discharge spontaneously during 

wakefulness, sleep or under anaesthesia252–254, activating the synapse every few tenths 

of a second, that could prevent the accumulation of GABA in the axonal terminal. In 

addition, the extent and expression of the elected opsin to perform the stimulation is 

also something important to consider. The studies which have reported GABA co-

release activate the striatal terminals with the ChR2 opsin444,471, whereas in this study 

we used the ChrimsonR opsin. Distinct opsins can engage different patterns of 

excitation dynamics477, with ChR2 inducing a faster and more powerful activation than 

ChrimsonR415,477. These differences could cause a major excitation of the terminals 

when stimulating with ChR2, releasing everything on the synaptic terminal. Finally, a 

study published early this year has shown that during in vitro whole-cell patch-clamp 

recordings in the DLS, GABA co-release is not observed at all, and happens only in 

minor cases during in vitro perforated patch-clamp recordings444. Anyhow, this study 

highlights that GABA co-release is not as reliable as it was thought.  

5.8. Direct and indirect MSNs display similar electrophysiological properties in 

the DMS 

 

Corticostriatal inputs innervate both the direct and indirect pathway MSNs53,62,478,479. 

Nevertheless, over time, several studies have described differences between these two 

subpopulations53,62. Besides their disparity when expressing dopaminergic receptors and 

the distinct output nuclei they target, other dissimilarities have been observed depending 

on their striatal location. 

In the DLS, indirect MSNs display higher input resistances in vivo53,62. In addition, they 

have been reported to be more excitable than direct MSNs62,69. Moreover, several 

reports have shown that in this striatal region direct MSNs exhibit bigger responses to 

tactile stimulation when compared to the ones from indirect MSNs50,53,62. DMS-MSNs 

have been less characterized, but it has been observed that direct and indirect MSNs do 
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not show differences on their electrophysiological properties63. Furthermore, it is known 

that both subpopulations can respond to visual, tactile and bimodal inputs53; although 

their respective integration properties have not been deeply studied.  

As mentioned, direct MSNs in the DLS display bigger responses to tactile 

stimulation53,62. However, our results indicate that both direct and indirect DMS-MSNs 

integrate visual and tactile inputs similarly (Table 6 and 7). DLS-MSNs exhibit 

differences in their electrophysiological properties53,62,69. Therefore, it is expected that 

changes in the membrane properties can affect the neuronal synaptic integration 

properties, hence the sensory integration. On the other hand, DMS-MSNs show similar 

electrophysiological properties as shown in this study and others63 (Table 3), so 

following the same rationale, resembling sensory integration properties from both 

subpopulations should be expected. In addition, as bimodal inputs rely on how visual 

and tactile inputs are processed, no change in the bimodal integration would be 

expected.  Consistent with this, direct and indirect MSNs displayed alike bimodal 

responses (Table 8). Recently this year, it was demonstrated that DLS and DMS 

subregions conform two non-overlapping circuits, which differ in their functional 

coupling to multiple cortical regions, the integration of cortical activity and the 

properties of the direct and indirect MSNs63. Our results show that direct and indirect 

DMS-MSNs exhibit resembling electrophysiological properties as well as a similar 

sensory processing, contrary to what happens with DLS-MSNs. This strongly suggests 

particular functional properties between pathways in the dorsal subregions of the 

striatum.  

5.9. Functional significance 

 

The ability to process and integrate information from the external world and produce an 

adequate behavioural performance is one of the basic mechanisms of animal survival. 

Due to the large quantity of information and stimuli generated by the environment, 

organisms have developed several mechanisms to better integrate the information to 

therefore produce an effective adaptation. Dopamine has been linked to a great variety 

of functions and processes. Several studies support that dopaminergic neurons construct 

and distribute information about rewarding events250,266,321,322, which implicates 

midbrain dopaminergic activity in the reward-dependent learning321 and motivated 

behaviours480–482. In fact, the increase in DA levels induced by the expectation of 

rewarding stimuli modulates MSNs activity412. In addition, the DMS has been involved 

in mediating reward-dependent learning412–414. Also, the performance of skilled 

movements can be modulated by the expectancy of a reward483,484.  

Several studies over the years have explored the possible benefit of a multimodal signal 

over a unimodal one. Authors argue that multimodal signals improve the performance 

of subjects485,486 and that they can improve signal perception or processing487. In other 

words, multimodal signals may be beneficial due to the fact that they stimulate multiple 

sensory systems, causing intersensory facilitation (a faster reaction time) and increased 

separability (an enhanced ability to dissociate the components)488. In fact, previous 
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reports have observed that the combination of multimodal stimuli produces an 

enhancement of the neuronal response394. When considered from a behavioural 

perspective, when inputs from different modalities occur in close temporal and spatial 

proximity, they are likely to be originated from the same external event394. It has been 

proposed that as multimodal inputs reinforce one another, they increase the likelihood to 

detect and initiate an adequate response to the relevant event as seen in cats489–491 and 

humans492–494.  

The striatum acts as a hub where multiple inputs converge, including a great range of 

sensory modalities. The DMS, which is also known as the associative striatum, receives 

a great dopaminergic innervation from the SNc and as previously mentioned, has been 

involved in mediating reward-dependent processes412–414. MSNs in this striatal 

subregion can integrate visual, tactile and bimodal inputs. Nevertheless, the different 

latencies when processing visual and tactile inputs results in a delay which causes the 

independent integration of these inputs. Our results show that DA enhances the direct 

MSNs efficiency in the DMS to integrate multimodal information, by synchronizing 

visual and tactile inputs. Taking all this information together, a motivational event with 

a rewarding component, which creates expectation, can increase the activity of the 

dopaminergic neurons located in the SNc. This will raise DA release in the DMS, which 

will boost the synchronization of visual and tactile inputs in the direct pathway DMS-

MSNs as seen in this study. In turn, direct DMS-MSNs are regulated by positive 

feedback, where their activation results in an increment of the synaptic transmission 

from the thalamus towards other brain structures. In the context of the classical model 

of the basal ganglia, the activation of the direct pathway promotes movement as well as 

action selection35,36,495. DA would make direct DMS-MSNs more prepared and 

predisposed to integrate multimodal sensory inputs which can result in an improved 

subject performance when carrying out a task, for instance, displaying a faster reaction 

time or improving signal perception. This could help the nervous system to produce an 

effective and upgraded behavioural response. In addition, the revelation of a 

multisensory integration process could aid to comprehend the biological mechanism 

behind perception and other related processes.  

5.10.  The Micro-holder enables an stable and local drug delivery during 

in vivo whole-cell recordings 

 

In this study we have developed the micro-holder, a tool to perform local drug 

applications in superficial and deep brain structures which do not compromise the 

stability of in vivo whole-cell recordings. With two different approaches, in the striatum 

and in the cortex, we have shown an efficient and stable drug delivery. No global 

changes in the frequency of any of the recorded activity were observed when delivering 

TTX or BMI57. We used the precision and stability of the micro-holder to perform in 

vivo whole-cell recordings. Nevertheless, this device can be used with other types of 

electrodes such as extracellular tungsten electrodes; together with an optic fiber during 

optogenetic experiments or even accompanying other tools such as the optopatcher. 
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Moreover, the diameter, length of the support screws or angle can be easily modified 

according to the experimental needs. 

The micro-holder could be used to address open questions of this study. Here, we 

hypothesised that ChIs inhibition is the responsible for the boosting of visual inputs. 

The micro-holder could be used to assess the pivotal role of ChIs in the described 

synchronization mechanism. Furthermore, other related topics could be studied, for 

instance, the in vivo function of the D5 dopaminergic receptor in ChIs, which is still 

unknown, by releasing specific antagonists such as a dibenzazecine-based compound 

that has been described as the most potent and selective dopamine D5 receptor ligand 

showing low selectivity for the D1DRs496.  
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6. FUTURE PERSPECTIVES 

 

In this study, we have unraveled a new brain mechanism, mediated by DA, in which the 

brain can integrate bimodal sensory information in direct MSNs from the DMS. We 

have hypothesized that the release of DA inhibits ChIs and indirect MSNs by their 

D2DRs activation115,125,342,350, disinhibiting direct MSNs and causing an acceleration of 

their visual responses. We know that only cortical PT neurons make synapses with 

ChIs455, and we have revealed that PT S1 neurons barely project towards the DMS. In 

order to functionally confirm this specific corticostriatal projection, we recorded the 

activity of some ChIs in the DMS. Nevertheless, due to the low density of ChIs and the 

type of blind recordings we performed, we recorded a total number of 3. In these cells, 

we observed that only the visual stimulation increased their firing rate. In order to 

endorse this trend, we plan to carry out multichannel recordings in the DMS. With this 

kind of electrophysiological recordings, the number of recorded ChIs can be increased. 

In addition, the same optogenetic and sensory stimulation as the one performed in this 

study can be done.      

The micro-holder has proved to enable a stable and local drug application during in vivo 

whole-cell patch-clamp recordings, limiting the drug effect only to the recorded neuron 

and its vicinity. This device could be used to assess hypotheses of this work, for 

instance, the pivotal role of ChIs in the described synchronization mechanism. But other 

matters could be also investigated, such as the dichotomous expression of D1 and D2 

dopaminergic receptors in vivo and the function of the D5 dopaminergic receptor in 

ChIs, which its function in vivo is still unknown.  

Experimental approaches during this study have been performed in anesthetized mice. 

This experimental paradigm enables the activation of sensory pathways whilst avoiding 

interferences with any motor or other related inputs. Once we have revealed that DA is 

pivotal in the synchronization of multisensory information in the DMS, future studies 

involving awake, behaving animals can be performed. The DMS has been involved in 

mediating reward-dependent processes412–414. Furthermore, it has been supported that 

dopaminergic neurons construct and distribute information about rewarding 

events250,266,321,322, and it has been observed that the performance of skilled movements 

can be modulated by the expectancy of a reward483,484. In addition, the increase in DA 

levels due to the expectation of rewarding stimuli modulates MSNs activity412. As 

showed in this study, DA modulation results in an improved efficiency of direct DMS-

MSNs to synchronize multimodal information, which based on previous reports could 

cause an increased neuronal activity enhancement394, leading to a better behavioural 

performance. In order to understand if DA could be acting in motivational events to 

improve the performance of the subjects, the use of reward-dependent tasks to train 

awake animals to receive a reward when a visual, tactile or bimodal stimulus is 

launched can be performed. When comparing rewarded and not-rewarded conditioned 

tasks, the rewarded ones should result in an increased performance, for instance 

displaying higher accuracy and velocity when completing a task. To confirm that at the 
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behavioural level DA is the molecule facilitating this upgraded performance, a not-

rewarded task with the artificial optogenetic release of DA should result in an improved 

task execution similar to the one obtained when launching a rewarded stimuli. The 

fulfilment of this hypothesis would demonstrate the function of DA in motivational 

reward-dependent events. 
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7. CONCLUSIONS 

This doctoral thesis represents a step forward towards understanding how the brain 

integrates multimodal information. The main conclusion of this thesis is the description 

of a new synchronization mechanism mediated by DA. Specifically, it shows how DA 

enhances the efficiency of MSNs located in the DMS to integrate visual and tactile 

information, lengthening the feasible time window for the synaptic summation, which 

results in a more efficient integration of bimodal information. This synchronization is 

reflected by a clear increase of the bimodal response amplitude in the presence of 

dopamine. The results obtained in this doctoral thesis can help to comprehend how the 

nervous system produces an improved and effective behavioural response, which in turn 

is important for animal survival. Moreover, it will be relevant to understand diseases 

such as attention deficit and hyperactivity disorder, schizophrenia or Parkinson’s 

disease, all of them related with abnormal sensory processing in the associative 

striatum. 

Specific conclusions: 

 Dopamine modulates the slow wave oscillation activity by modifying the Up 

state voltage in both MSNs subpopulations as well as by lengthening the Up 

state duration specifically in direct pathway MSNs.   

 

 Dopamine decreases the theta, beta and gamma high frequency oscillations of 

the Up states. 

 

 Dopamine modulates visual and tactile inputs differently, accelerating visual 

responses, whereas not affecting the tactile ones in MSNs from the direct 

pathway.  

 

 Dopamine facilitates the synchronization of visual and tactile inputs selectively 

in MSNs of the direct pathway, which is reflected by an increase of the bimodal 

response amplitude.  

 

 Cell type-specific corticostriatal projection from intratelencephalic tract neurons 

of the somatosensory cortex towards the dorsomedial striatum. 

 

 The micro-holder enables local and stable drug applications during in vivo 

whole-cell patch-clamp recordings. 
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7. CONCLUSIONES 

Esta tesis doctoral representa un avance para entender cómo el cerebro integra 

información multisensorial. La conclusión principal de este trabajo es la descripción de 

un nuevo mecanismo de sincronización de la información mediado por la dopamina. 

Concretamente, se muestra cómo este neurotransmisor aumenta la eficacia de las MSNs 

de la vía directa para integrar información táctil y visual en el DMS. El incremento en 

los niveles de dopamina desencadena una secuencia de cambios funcionales que 

amplían la ventana temporal de integración, mejorando la sumación sináptica de los 

estímulos bimodales. Esta sincronización se ve reflejada en el aumento de la amplitud 

de la respuesta bimodal en presencia de dopamina. Los resultados de esta tesis pueden 

ayudar a entender cómo el sistema nervioso produce un comportamiento más adecuado 

y efectivo, que a su vez es importante para la supervivencia. Así como a mejorar la 

comprensión de determinados síntomas presentes en enfermedades como el déficit de 

atención e hiperactividad, la esquizofrenia o la enfermedad de Parkinson, las cuales 

presentan deficiencias sensoriales que involucran al estriado asociativo. 

Las conclusiones generales de esta tesis son: 

 La dopamina modula la actividad oscilatoria lenta modificando el voltaje de los 

Up states en las dos poblaciones de las MSNs, así como también alargando la 

duración de los Up states específicamente en las neuronas de la vía directa. 

 

 La dopamina disminuye las frecuencias de oscilación rápidas theta, beta y 

gamma de los Up states. 

 

 El procesamiento sensorial táctil y visual de las MSNs de la vía directa es 

modulado de manera diferente por la dopamina: las respuestas visuales son 

aceleradas mientras que las respuestas táctiles no se ven afectadas. 

 

 La dopamina facilita la sincronización de la información visual y táctil 

selectivamente en las MSNs de la vía directa, cuyo efecto se refleja en el 

aumento de la amplitud de las respuestas bimodales.  

 

 Existe una proyección cortico-estriatal específica de neuronas del tracto 

intratelencefálico de la corteza somatosensorial primaria al estriado dorsomedial. 

 

 El micro-holder permite una aplicación estable y local de fármacos durante 

registros whole-cell patch-clamp in vivo en núcleos subcorticales. 
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ABSTRACT 

Focal administration of pharmacological agents during in vivo recordings is a useful technique 

to study the functional properties of neural microcircuits.  However, the lack of visual control 

makes this task difficult and inaccurate, especially when targeting small and deep regions 

where spillover to neighboring regions is likely to occur. An additional problem with recording 

stability arises when combining focal drug administration with in vivo intracellular recordings, 

which are highly sensitive to mechanical vibrations. To address these technical issues, we 

designed a micro-holder that enables accurate local application of pharmacological agents 

during in vivo whole-cell recordings. The holder couples the recording and drug delivery 

pipettes with adjustable distance between the respective tips adapted to the experimental 

needs. To test the efficacy of the micro-holder we first performed whole-cell recordings in 

mouse primary somatosensory cortex (S1) with simultaneous extracellular recordings in S1 and 

motor cortex (M1), before and after local application of bicuculline (BMI 200 µM). The 

blockade of synaptic inhibition resulted in increased amplitudes and rising slopes of “Up 

states”, and shortening of their duration. We then checked the usability of the micro-holder in 

a deeper brain structure, the striatum. We applied tetrodotoxin (TTX 10 µM) during whole-cell 

recordings in the striatum, while simultaneously obtaining extracellular recordings in S1 and 

M1. The focal application of TTX in the striatum blocked Up states in the recorded striatal 

neurons, without affecting the cortical activity. We also describe two different approaches for 

precisely releasing the drugs without unwanted leakage along the pipette approach trajectory.  

 

Key words: neuropharmacology, cortex, striatum, slow oscillations, in vivo patch-clamp, 

bicuculline. 
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INTRODUCTION 

Electrophysiological recordings from neurons are often combined with administration of drugs 

such as agonists, blockers, and inhibitors. Pharmacological studies are essential for studying 

synaptic transmission and neuromodulation of neural circuits in health and disease. 

Experiments in brain slices (ex vivo) traditionally combine electrophysiological recordings with 

controlled drug application, either globally via bath application, or locally by visually aided 

puffing, electroporation, or uncaging of pharmacological agents (Li and Mc, 1957, Gibson and 

McIlwain, 1965, Yamamoto and McIlwain, 1966, Neumann et al., 1982, Matsuzaki et al., 2001). 

In contrast, the combination of in vivo electrophysiological recordings and pharmacology is 

more difficult and poses specific challenges, in particular when drugs are to be applied locally 

at the recording site. Systemic application of pharmacological agents is influenced by the 

kinetics of their absorption, distribution and elimination from the body and the local 

concentration of the agent at the recording site may vary. The effect of a drug on other regions 

than the region of interest, its ability to cross the blood brain barrier, and its toxic properties 

should also be considered. Focal application, particularly during recordings from deep brain 

regions, poses additional problems. If the drug is delivered through a separate cannula, the 

distance between the recording site and the drug delivery point might be quite large, thus 

affecting the timing and concentration of drug application at the recording site. Moreover, 

there is an increased probability of leakage into neighboring areas, especially when the 

targeted recording area is a deep and small nucleus. Hence, an optimal focal application 

method would prevent the contamination of neighboring or on-route structures. 

Different methods are available for focal in vivo pharmacological applications. 

Iontophoresis can be used for drug delivery during extracellular recordings (Thiele et al., 2006), 

however it is not useful for drug application during simultaneous intracellular recordings. 

Another approach is targeting the deep structure using two parallel glued pipettes. However, 

the pressure used to release the drug induces mechanical vibration, generating small tip 

movements in the recording pipette, and compromising the intracellular recording. Moreover, 

the distance between the two tips is constrained by the outer pipette diameter which in most 

cases is between 1200-1500 µm for patch clamp recordings. Last, while optogenetic solutions 

are available (Boyden et al., 2005, Katz et al., 2013, Ketzef et al., 2017), they cannot yet replace 

the large variety of available drugs used in electrophysiological experiments. 

To address this challenge we constructed a holding apparatus, the “micro-holder”, 

which is mounted on to the recording pipette and enables a stable local perfusion of 

pharmacological agents at the designated recording site during in vivo whole-cell recordings. 
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The micro-holder allows for precise perfusion with a versatile distance ranging from 100 to 500 

µm between the respective tips, while avoiding the need for a second entry point. Here, using 

two different procedures we successfully used the micro-holder to deliver the GABAA blocker 

bicuculline (BMI 200 µM) to primary sensory cortex (S1), and the sodium channel blocker 

tetrodotoxin (TTX 10 µM) to dorsal striatum. We performed in vivo whole-cell recordings 

combined with simultaneous extracellular field recordings to show the local pharmacological 

effect of the respective drugs, without affecting ongoing activity in adjacent areas. 

EXPERIMENTAL PROCEDURES 

Micro-holder manufacturing and properties 

The micro-holder is a 12.85 x 6 x 5 mm box-shaped construct made of polypropylene with 2 

screws to secure the pipettes at the desired position (Fig. 1A-C). The body is perforated in two 

sites; the patch-clamp recording pipette hole that is drilled perpendicular to the holder body 

and the drug delivery pipette hole, drilled with 12 degrees angle (Fig. 1C-D). Both holes have 

1.7 mm of diameter and the distance between them at the top is 4.62 mm and 3.35 mm at the 

bottom (Fig. 1 B). The pipettes are manually inserted to allow close proximity between the 

recorded cell and the delivery pipette tip (Fig. 1D-E). For our recordings, the distance between 

tips was 100-400 µm, but they can be as close as needed for the specific experiment. To 

facilitate the alignment of the tips we used a lens lighted lamp (magnification of x1.75 or x4). 

The distance between tips is measured by means of a reticle (5 / 0.05 mm) placed in the 

microscope eyepiece (Leica M60). The pipettes are fixed in the desired position by two 2 mm 

screws aligned perpendicularly to the respective pipettes. A video file showing the method is 

available in the supplementary information. The micro-holder can be manufactured using a 

3D printer (See supplementary information). 

Animals and surgery 

 C57BL6 mice of both sexes between 2-6 months old were used to perform the experiments (N 

= 13). Anesthesia was induced by intraperitoneal injection of ketamine (75 mg/kg) and 

medetomidine (1 mg/kg) diluted in 0.9 % NaCl. A maintaining dose of ketamine (30 mg/kg I.M.) 

was administrated every 2 hours or after changes in the EEG or reflex responses to paw 

pinching. Tracheotomy was performed to increase the mechanical stability during recordings 

by decreasing breathing related movements. Mice were placed in a stereotaxic device and air 

enriched with oxygen was delivered through a thin tube placed 1 cm from the tracheal 

cannula. Temperature was maintained between 36-37.5º C using a feedback-controlled 
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heating pad (FHC Inc.). The skull was exposed and three craniotomies were drilled for Striatal-

TTX experiments, or two craniotomies for S1-BMI experiments (in millimeters; S1: AP: -1.5, ML: 

3.25. M1: AP: 2, ML: 2. ST: AP: 0, ML: 3.5-4). The craniotomy through which the access to the 

cortex and striatum was done with slightly larger diameter (1 mm) to allow the insertion of 

both the recording and delivery pipettes. Animals were sacrificed after recordings by receiving 

an overdose of sodium pentobarbital (200 mg/kg I.P.). 

Recordings 

Whole-cell recordings were performed as described previously (Reig and Silberberg, 2016), 

with the addition of the holding device and the delivery pipette attached to it. The pipettes 

used for both recordings and drug delivery had the following properties: resistance of 6-9 MΩ, 

borosilicate, filamented, with 1.5 and 0.84 mm outer and inner diameters, respectively 

(Hilgenberg and WPI). We used a magnifying lamp (4x magnification) to position both pipettes 

in the micro-holder. When the pipettes were mounted onto the micromanipulator (Luigs & 

Neumann) a reticle installed in the microscope eyepiece was used to measure the tip distance. 

Pipettes were then advanced through the cortex while applying positive pressure (~1000 

mbar) in the recording pipette until reaching the cortical infragranular layers (791-1303 µm in 

depth, n=4) or the dorsal striatum (between 2143-2610 µm in depth, n=7). At that point, the 

search for neurons began and the pipette pressure was reduced to 30-35 mbar and pipettes 

were advanced with 1 µm steps. Once a suitable cell was encountered, the pressure was 

removed, forming a Gigaseal in the recording pipette. A ramp of negative pressure was 

delivered to the recording pipette to break the seal and obtain a stable whole-cell recording. 

The neuronal electrophysiological properties were extracted by a set of positive and negative 

current injections. The intracellular solution contained (in mM): 130 K-gluconate, 5 KCl, 10 

HEPES, 4 Mg-ATP, 0.3 GTP, and 10 phosphocreatine (measured pH: 7.25, and osmolarity: ~275 

mOsm). Signals were amplified using MultiClamp 700B amplifier (Molecular Devices) and 

digitized at 20 KHz with a CED acquisition board and Spike 2 software (Cambridge Electronic 

Design). Extracellular local field potential (LFP) recordings from S1 and M1 were done 

simultaneously with the intracellular recordings using unipolar tungsten electrodes (FHC, 

Bowdoinham, ME, Fig. 1F) with impedances between 1-2 MΩ that were inserted 1 mm deep 

from the surface. Signals were amplified using a Differential AC Amplifier model 1700 (A-M 

Systems) and digitized at 20 KHz with CED and Spike 2 parallel to whole-cell recording. 

Drug delivery 
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The delivery pipette was made as described above for the recording pipette (Fig. 1D), using the 

same borosilicate glass capillaries. In order to prevent the perfusion of the drug during crossing 

of the cortex and while searching for the cell to record, the delivery pipette was back-filled 

(Horn and Marty, 1988) with artificial cerebrospinal fluid (ACSF, 2 µl), followed by ACSF 

containing the BMI (200 µM) or the TTX (10 µM) and BDA 10% (10,000 MW lysine-fixable 

biotin dextran amine, Molecular Probes). The ACSF composition was (in mM): 125 NaCl, 25 

glucose, 25 NaHCO3, 2.5 KCl, 2 CaCl2, 1.25 NaH2PO4, 1 MgCl2. 

Two different procedures were used to release BMI and TTX in S1 and striatum, respectively. 

For cortical recordings, bicuculline was released in infragranular layers of S1. Using a piece of 

tissue paper, the tip of the delivery pipette was delicately broken, thus increasing its diameter, 

and consequently decreasing its resistance from 6-9 MΩ to 0.8-2 MΩ. Before penetrating the 

neocortex, the positive-pressure value in which the delivery pipette released a single micro-

drop was measured using a digital manometer (Extech 407910, Differential Pressure 

Manometer), ranging from 30 to 60 mbar (n=6). We observed that pressure exceeding these 

values induced mechanical instability in the vicinity of the recorded cell, and as a consequence, 

loss of the whole-cell recording. While crossing the cortical supragranular layers we injected 

1000 mbar of positive pressure in the recording pipette, and 0 mbar in the delivery pipette. 

When both pipettes reached layer 5, the pressure was reduced to 30 mbar in the recording 

pipette allowing searching for the cell to be recorded. Neurons were recorded in control 

condition, after which a slow ramp of positive pressure was applied in the delivery pipette 

using a syringe, until reaching the release value ( 30-60 mbar). The average time in which the 

positive pressure was applied to release BMI was 186 ± 85.32 seconds, and the distance 

between the tips of the intracellular recording and the delivery pipette was 251 ± 64 µm (N=4). 

A second procedure was performed to release TTX in the striatum. In this case, the 

delivery pipette was not modified, having the same tip diameter and resistance as the 

recording pipette. As for the recording pipette, the pressure in the delivery pipette was ~1000 

mbar while crossing the cortex, and 30-35 mbar while searching for the neuron in the striatum, 

and reduced to 0 when forming a Gigaseal. With this pressure profile (1000 mbar), the drug 

would be able to be released within 5 minutes (see 2.6, drug delivery pipette calibration), 

allowing us to insert the pipettes to the appropriate depth. After reaching the required depth 

for recordings, the pressure applied to the delivery pipette was reduced to 0, while the 

recording pipette was used to search for and record from neurons. After the initial 

characterization of the recorded neuron, a slow ramp of positive pressure was applied to the 
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delivery pipette and maintained at ~300 mbar for 196.2± 132 seconds (N= 7). The pressure was 

then removed to allow drug wash-out. In both experimental procedures, positive pressure was 

applied to both the recording and delivery  pipettes by using two syringes independently 

connected to digital manometers (Extech 407910, Differential Pressure Manometer), thus 

enabling continuous monitoring of the pressure in both pipettes. 

Drug delivery pipette pressure profile and time calibration 

To avoid drug spillage during the delivery pipette propagation through the neocortex and 

white matter, we measured the time until drug release from the delivery pipette by repeating 

the pressure profile in a pipette back filled with 2 µl of ACSF, followed by fast green FCF 

(Sigma-Aldrich) dissolved in ACSF. The pipette was inserted into a tube with distilled water, 

and positive pressure of ~1000 mbar was applied. Using a stereomicroscope (Leica M60) we 

measured the time when the fast green reached the pipette tip and started spreading in the 

distilled water. For pipettes with access resistances between 6-9 MΩ, the time until release of 

fast green was 305± 42 seconds (N= 4), while the travel of the pipette to the dorsal striatum 

was typically between 60 to 120 seconds. We recommend that a similar calibration procedure 

is done for different types of pipettes. 

Histology 

At the end of the recording session, mice were given an overdose of pentobarbital (200 mg/kg 

I.P.) and transcardially perfused with 4% PFA. The brain was removed, post-fixed for 2 hours 

and kept in PBS 0.01M. Coronal cryo-sections (14-20 micrometers) were produced, mounted 

on gelatin-coated slides and stained with 1:500 cy2-streptavidin in staining solution (1% BSA, 

0.1% Na Deoxycholic acid and 0.3% triton in 0.01 PBS) overnight at 4oC. Slides were washed in 

PBS and viewed on fluorescent microscope (Olympus AB, and Leica DM 6000B). 

Photomicrographs of the slices were taken with Leica DFC 350 FX or an Olympus XM10 

(Olympus AB) digital camera.   

Data analysis 

Slow oscillations, with transitions between “Up” and “Down” states were detected in the 

intracellular recording trace. The transition points were defined by computing the local mean 

and standard deviation (S.D.) on a sliding window of 30 seconds. A dynamic threshold 

consisting of the mean + 1.5 S.D. was used to separate Up from Down states in each window. 

We then used the times of the detected intracellular Up states to search for the Up states in 

the LFP recordings. To prevent loss of information due to temporal delays between the striatal 
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and cortical Up states, we extended the detected Up state regions by 200 milliseconds in both 

directions. Once Up states were roughly localized in both traces, transition slope magnitudes 

were extracted by computing the first derivative at the Down to Up state transition. To do this, 

we thresholded the obtained derivative using its mean +1 S.D. in the case of the membrane 

voltage, or -1 S.D. for the LFP traces. The detected slope was then adjusted with a first order 

linear fitting in order to compute its magnitude. In order to analyze the changes in Down to Up 

states transitions slopes induced by BMI, we extracted the mean transition slope magnitude by 

averaging transitions during 40 seconds before and after BMI application in the intra- and 

extracellular recordings (Fig. 2D). The time in which the BMI diffused from the delivery pipette 

to the recorded neuron differed among recordings, due to the different distances between 

recording and delivery pipettes.  For this reason, the 40 seconds window used to average the 

slopes during BMI application was centered with respect to the maximum slope value detected 

after application. 

For statistical analysis Mann-Whitney U test was used. Data are presented as means with 

standard error of the mean (SEM). 

 

RESULTS 

Bicuculline application to infragranular cortical layers 

To demonstrate the viability of the micro-holder to locally deliver a drug to the recording site, 

we loaded the delivery pipettes with extracellular solution containing the GABAA receptor 

antagonist bicuculline methiodide (BMI). We performed whole-cell recordings in layer 5 of the 

barrel field in S1 before, during, and after BMI application, and simultaneous extracellular 

recordings in S1 and M1. The average whole-cell recording duration was 35 minutes (n=6), 

with a maximum of 44 minutes and a minimum of 14 minutes.  The distance between the 

patch-clamp electrode and the respective local field recording electrode was: Vm-S1= 

0.99±0.02, Vm-M1=2.43±0.092 mm (n=4). Cortical slow oscillations, organized in Up and Down 

states, were recorded extracellularly in both cortical areas and intracellularly in pyramidal 

neurons. In the example showed in Fig. 2, under control conditions, the neuron displays 

subthreshold Up and Down states transitions. Following BMI application (Fig. 2A), the slope of 

the Down to Up transitions is increased (Fig. 2B-C), as was previously described in vitro in slices 

(Sanchez-Vives et al., 2010). The upward state transition slopes were also measured in the 

extracellular recordings (Fig. 2C-D). The LFP recordings from S1 and M1 only showed a slight 

change after BMI application, more evident for the LFP located in S1 (Fig. 2D), and in all cases 



196 
 

were delayed with respect to the observed alteration in the intracellular activity (Fig. 2C). The 

average transition slopes normalized to control conditions, measured at the peak of maximum 

change, were; Vm=5.028± 2.375; S1=1.675± 0.289; M1=1.256± 0.166 (n=4, Fig. 2D, p≤0.05). 

Simultaneously, the amplitude of the Up states (Ctrl=15.89± 0.646; BMI=39.59± 0.386 in mV, 

p≤0.001, Fig. 2F) and the duration of the Down states (Ctrl=0.87± 0.64; BMI=1.37± 0.97 in 

seconds, p≤0.001, Fig. 2G) increased significantly in the recorded neurons, while the duration 

of the Up states decreased (Ctrl= 0.54± 0.34; BMI= 0.15± 0.06 in seconds, p≤0.001, Fig. 2G). 

Recorded neurons also increased their action potential discharge following BMI application 

(Fig. 2E, Ctrl= 0.16± 0.19; BMI= 5.15± 3.09 in Hz, p= 0.028), generating bursts of action 

potentials during Up states (Fig. 2A). Importantly, BMI application did not induce changes in 

duration of Up states recorded extracellularly in S1 and M1 (Fig. 2G), while only a slight 

difference was observed in the LFP slopes (Fig. 2C-F). To verify that the changes observed in 

the whole-cell recordings indeed reflect a network phenomenon, and not a result of the 

different recording techniques (patch-clamp vs. LFPs), we performed a subset of experiments 

in which we recorded the LFP signal instead of the whole-cell recording. As in the case of 

whole-cell recordings from a single neuron, BMI release in the vicinity of the recording site 

resulted in a marked increase of the Down to Up state transition slope (normalized: 7.79± 2.65, 

p= 0.002; absolute values in mV/s; Ctrl=  5.65± 1.58; BMI= 28.59± 6.42). As shown above, BMI 

application induced only slight changes in the transition slopes recorded by distal LFPs placed 

in S1 (normalized: 1.65± 0.38, p=0.047 ; absolute values in mV/s; Ctrl= 3.6± 0.52; BMI= 5.22± 

0.48) and M1 (normalized: 1.18± 0.09, p= 0.047; absolute values in mV/s; Ctrl= 2.71±0.64; 

BMI= 3.06± 0.64). These results demonstrate that locally applied BMI induced large changes in 

both intracellular and LFP recordings, followed by smaller and delayed changes in LFPs 

recorded at distal cortical sites. 

 

Tetrodotoxin application in the striatum. 

In order to test drug delivery using the micro-holder in a deep brain area, we locally perfused 

tetrodotoxin (TTX, 10 µM) during simultaneous whole-cell recordings in striatum and LFP 

recordings in S1 and M1. We loaded the delivery pipettes with ACSF containing TTX (10 µM), 

which locally blocks neuronal action potential discharge.  An example of such a recording is 

shown in Fig. 3. The average recording duration was 53 minutes (n=7), with a maximum of 85 

minutes and a minimum of 34 minutes. Slow oscillatory activity can be observed in both 

cortical areas and the recorded striatal medium spiny neurons (MSNs, Fig. 3Aa), as shown 

previously (Wilson and Kawaguchi, 1996, Mahon et al., 2001, Kasanetz et al., 2002, Reig and 
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Silberberg, 2014, 2016) under control conditions. After 1.5± 1.84 minutes of TTX perfusion, the 

MSN stopped firing action potentials and the transitions to Up states were nearly abolished, 

while no change in cortical activity was observed in the LFP recordings (Fig. 3Ab, 3Bb, 3C-E). 

After drug delivery was stopped, TTX was cleared from the tissue, as evident by the recovery of 

MSNs action potential discharge and state transitions (3Ac, 3Bc and 3E). We observed a full 

recovery in 3 of 7 MSNs (recording duration = 60.38± 8.45 minutes, N=3). To visualize the 

spread of the injected solution within the tissue, we added dextran-biotin to the delivery 

pipette (10% dissolved in ACSF, Fig. 3F). The stained area was confined to the striatum and no 

staining could be seen throughout the cortex, including the pipette trajectory, verifying the 

efficiency of the back-filling procedure. Our results show that the micro-holder enables local 

drug application during whole-cell recordings. The delivery was efficient and spatially confined 

in both examples shown from cortical and striatal recordings.   

 

DISCUSSION 

In this paper, we describe the micro-holder, an apparatus for local drug application which does 

not compromise the stability of in vivo intracellular recordings. We have demonstrated the 

feasibility of such application during in vivo whole cell recordings in the mouse cortex and 

striatum. The small device is of low cost and easy to produce by means of 3D printing (see 3D 

printer files in the supplementary information). With the aid of a magnifying lamp (4x 

magnification), the pipettes tips can be easily positioned, and through a reticle installed in the 

microscope eyepiece the pipette tips distance can be measured. In our experiments, the 

average distance between the delivery and recording pipettes was 251.4 µm. Pipettes tips can 

be easily aligned up to 100 µm, however, the closer the pipettes are the more likely it is to 

generate mechanical instability in recorded neurons. The minimal distance for stable 

application was found to be 156 µm in our hands. This distance allows applying, with high 

accuracy, the desired drug during intra- or extracellular recordings in subcortical nuclei of 

mice, reducing the possibility of contamination in neighboring areas. Example of the spreading 

can be found in Fig. 2H and 3F, where BDA 10% was mixed with BMI and TTX, respectively. 

 

Local BMI application in S1 

Local application of BMI in infragranular layers of S1 caused a decrease in the duration and 

increase in amplitude of Up states, coincident with an increase in the slope of Down-to-Up 

state transitions, resulting in increased discharge frequency (Fig. 2A). These results match 

http://www.xxxx.es/
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previously described data from ferret slices (Sanchez-Vives et al., 2010), in which BMI 

application modulated spontaneous activity in the cortex, showing an increase in firing rate as 

well as acceleration of the upward state transition slope. In contrast to the bath application in 

slice experiments (Sanchez-Vives et al., 2010), we did not see changes in the oscillation 

frequency, and the changes in state durations were mainly limited to the whole-cell 

recordings, in close proximity to the drug application point. The fact that no global changes in 

the frequency were observed, and the small impact on the state durations recorded in LFP 

signals (Fig. 2C-D) both suggest that the BMI effect was indeed spatially restricted (Fig. 2H).  

Local TTX application in striatum 

In our recordings from striatal MSNs we showed baseline activity followed by TTX application 

and, finally, after drug washout. Application of TTX was limited to the recording area and did 

not propagate to neighboring structures such as cortex and probably also thalamus, as shown 

by the lack of effect on cortical oscillatory activity (Fig. 3A) and staining (Fig. 3F). To prevent 

the spread of TTX in the cortex while avoiding a possible pipette blockage, we back-filled the 

delivery pipette tip with ACSF, and traversed the cortex with  high pressure, as used for the 

recording pipette (see Methods). In this study we applied TTX in the striatum to test the micro-

holder due to the obvious effect on neuronal activity, however, the micro-holder is not limited 

only to TTX application. The striatum receives massive dopaminergic input, mediated via 

receptor subtypes with very different effects (Pennartz et al., 1992, Harvey and Lacey, 1997, 

Nicola and Malenka, 1997, Pisani et al., 2000, Bamford et al., 2004, Salgado et al., 2005, 

Planert et al., 2013). It would, therefore, be of special interest to use the micro-holder for focal 

application of dopamine agonists and antagonists in order to study their impact on striatal 

circuits in vivo. A recent ex vivo study has shown the pathogenic expression of NMDA receptor 

subunit GluN3A in striatal medium spiny neurons underlying Huntington’s disease (Marco et 

al., 2013). The micro-holder can be used to study the role of NMDA receptors on striatal 

neurons during in vivo recordings.  

Employing the precision and stability of the micro-holder, we used it for in vivo whole-

cell recordings, however, the device is versatile enough to be used with other types of 

electrodes such as extracellular tungsten electrodes, or together with a fiber optic during 

optogenetics experiments. Small modifications such as the diameter and length of the support 

screws can be easily done according to the specific experimental needs. Moreover, in the case 

of very deep recordings, possible tissue damage can be reduced by pulling a capillary in a not 

centered filament. The “lateralization” of the filament with respect to the center of the pipette 

will create a shank that is not along its central axis. This modification in the delivery pipette 
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could help to further reduce the angle between the delivery and the recording pipettes. To 

conclude, the micro-holder is a new tool for studying neuronal circuits in vivo, enabling an 

optimal combination of whole-cell recordings and local application of pharmacological agents. 

 

APPENDIX A. SUPPLEMENTARY DATA 

Supplementary data associated with this article can be found, in the online version, at 

https://doi.org/10.1016/j. neuroscience.2018.04.011. 
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FIGURE LEGENDS 

 

Fig. 1. Properties of the micro-holder. The micro-holder body and two screws used for 

securing the recording and drug delivery pipettes. A. Length of the main construct and screws 

dimensions B. Total length with the screws and pipette holes distance (top view), width 

without screws and pipette holes distance and diameter (bottom view). C. the angles between 

pipette holes and the screws, and both insertion pipette holes (top). Height of the main 

construct (bottom). D. The construct with the 2 pipettes inserted, demonstrating a 12o angle 

between them. E. The distance between the 2 pipettes in higher magnification. All 

measurements are in millimeters. 
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Fig. 2. Focal BMI delivery in S1. Spatially restricted modulation of spontaneous activity in S1 by 

focal application of BMI 200 µm. A. Histogram of action potentials (top, blue) counted from 

the intracellular recoding of spontaneous activity in a layer 5 pyramidal neuron (middle, black), 

LFPs in S1 (middle, red) and M1 (bottom, green). Note the modulation in the whole-cell 

recorded spontaneous activity, and the lack of effect in simultaneously recorded LFPs. The 

light grey shade indicates the time where BMI was released. B. Waveform average of the 

membrane potential whole-cell recorded neuron in A, before (top) and after (bottom) BMI 
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application. The upward transition slopes (dashed blue line) were calculated by fitting a linear 

regression (See Methods section).  C. Transition slope values are plotted over 400 seconds for 

the same recordings as in A. The light grey bar designates the duration of BMI application. D. 

Average of the upward transition slopes normalized to control values (n=4). E-F. Firing rate and 

Up state amplitude of whole-cell recordings under control conditions and following BMI 

application (n=4). G. Average of the Up state duration for the intra- and extracellular 

recordings. H. A coronal section showing the local spread of biotin-dextran amine in S1. 

Histogram bin size = 100 ms.       * p<0.05, *** p<0.001, Mann-Whitney U test.  

 

 

 

 

Fig. 3. Focal TTX delivery in the striatum. Focal application of TTX in the striatum does not 

affect cortical activity. A. Whole-cell recordings from a striatal MSN (top, black) and 

simultaneous LFP recordings from cortical S1 (middle, red) and M1 (bottom, green) during 
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slow oscillatory activity, under control conditions (left panel, a), following application of 10 µM 

TTX (middle panel, b) and after washout (right panel, c). B. All-point-histogram of the MSN 

membrane potential (black) and cortical auto-correlograms (S1 in red and M1 in green), for the 

same conditions as in A. C. Frequency of the Down to Up state transitions under control 

conditions (ctrl) and in the presence of 10 µM TTX in a whole-cell recorded MSN (black), and 

cortical LFP recordings in S1 (red) and M1 (green). D. Amplitude of the Down to Up state 

transition in TTX conditions normalized to control conditions for MSN (black), S1 (red) and M1 

(green). E. Averaged waveform of the Up state recorded in an MSN (top, black), S1 (middle, 

red) and M1 (bottom, green) under control conditions (left panel), in the presence of 10 µM 

TTX (middle panel) and after washout (right panel). F. A coronal section showing the local 

spread of biotin-dextran amine in the striatum without staining the cortex. 
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